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Abstract

Molecular Dynamics Modeling of PPTA Crystals in Aramid Fibers

by

Brian Scott Mercer

Doctor of Philosophy in Engineering - Mechanical Engineering

University of California, Berkeley

Professor Panayiotis Papadopoulos, Chair

In this work, molecular dynamics modeling is used to study the mechanical properties
of PPTA crystallites, which are the fundamental microstructural building blocks of polymer
aramid �bers such as Kevlar. Particular focus is given to constant strain rate axial load-
ing simulations of PPTA crystallites, which is motivated by the rate-dependent mechanical
properties observed in some experiments with aramid �bers. In order to accommodate the
covalent bond rupture that occurs in loading a crystallite to failure, the reactive bond order
force �eld ReaxFF is employed to conduct the simulations.

Two major topics are addressed: The �rst is the general behavior of PPTA crystallites
under strain rate loading. Constant strain rate loading simulations of crystalline PPTA
reveal that the crystal failure strain increases with increasing strain rate, while the modulus
is not a�ected by the strain rate. Increasing temperature lowers both the modulus and the
failure strain. The simulations also identify the C�N bond connecting the aromatic rings
as weakest primary bond along the backbone of the PPTA chain. The e�ect of chain-end
defects on PPTA micromechanics is explored, and it is found that the presence of a chain-end
defect transfers load to the adjacent chains in the hydrogen-bonded sheet in which the defect
resides, but does not in�uence the behavior of any other chains in the crystal. Chain-end
defects are found to lower the strength of the crystal when clustered together, inducing bond
failure via stress concentrations arising from the load transfer to bonds in adjacent chains
near the defect site. The second topic addressed is the nature of primary and secondary
bond failure in crystalline PPTA. Failure of both types of bonds is found to be stochastic
in nature and driven by thermal �uctuations of the bonds within the crystal. A model is
proposed which uses reliability theory to model bonds under constant strain rate loading as
components with time-dependent failure rate functions. The model is shown to work well
for predicting the onset of primary backbone bond failure, as well as the onset of secondary
bond failure via chain slippage for the case of isolated non-interacting chain-end defects.
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Chapter 1

Introduction

Synthetic polymer �bers play a key role in many engineering applications including �ber-
reinforced composites, ropes, cables, sporting equipment, and woven fabrics. Among the
strongest of man-made polymer �bers are aromatic polyamides, or aramid �bers, the most
well-known examples of which are the trademarked �bers Kevlar® and Twaron®. Aramid
�bers exhibit an impressive strength-to-weight ratio �ve times that of steel, good abrasion
and creep resistance, and maintain performance at temperatures as high as 170 ◦C [20]. These
remarkable properties have led to aramid �bers being heavily used in projectile-resistant fab-
rics such as personal protective vests and helmets, jet engine enclosures, and �ame-retardant
clothing [2].

The properties of aramid �bers stem directly from their rather unique microstructure.
The building block of aramid �bers is the monomer p-phenylene terephthalamide (PPTA).
In aramid �bers, PPTA monomers link together to form very long-chain polymers, typically
150�200 monomers (about 200�250 nm) in length. During the �ber manufacturing process,
PPTA polymer chains become highly aligned with the �ber axis and arranged into a highly
crystalline structure. Chains are held together laterally through strong hydrogen bonding
and van der Waals forces. The high degree of chain alignment and crystallinity, combined
with strong intermolecular forces binding the chains together laterally, are the primary rea-
sons for the exceptional strength and sti�ness properties of aramid �bers.

However, like all materials, manufactured aramid �bers contain defects and imperfections
in their microstructure which will lead variations in their material properties. For example,
Kevlar �bers come in several grades, such as Kevlar 29, 49, and 149. Each grade has a dif-
ferent percentage crystallinity, polymer chain orientation distribution, and concentrations of
impurities and defects, leading to di�erent mechanical properties for each grade. Hence, the
microstructural details of the �ber have a very strong e�ect on the overall mechanical proper-
ties of the �ber. E�orts have been made to construct models which are capable to predicting
the various mechanical properties of aramid �bers given knowledge of their microstructural
details. For example, Northolt et al. [53, 51, 54] use knowledge of the elastic properties of
crystalline PPTA and the distribution of chain orientation angles relative to the �ber axis
to predict the modulus of a �ber. Rao et al. [59] derived a model based on experimental
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results which identi�es the chain orientation distribution and the paracrystalline parameter
(a measure of the crystallinity of the �ber microstructure) as the two main factors that in-
�uence the �ber modulus. These models work well for predicting the axial �ber modulus for
most grades of Kevlar �bers, and demonstrate how knowledge of the microstructural details
of the �ber can be used to obtain predictions of �ber mechanical behavior.

Models like those proposed by Northolt and Rao use averaged measurements of �ber
microstructural properties, but they do not account for �ner-scale details which are also
important in understanding �ber behavior. Multiple studies [56, 48, 47, 40] have shown that
the details of the atomic-level �ber microstructure are quite complex, including a distinct
di�erence in polymer chain organization between the skin and core of the �ber, periodically
repeating defect planes along the �ber axis, and chemical impurities that are introduced
during the �ber manufacturing process. While these microstructural details clearly have an
in�uence on the macroscopic �ber behavior, it is not well understood the extent to which
each might contribute, since this cannot be easily measured experimentally.

One tool that can assist in studying the in�uence of microstructure on macroscopic �ber
behavior is molecular dynamics. Molecular dynamics (MD) involves simulating the trajec-
tory of a system of atoms, modeling each atom as a point mass interacting with surrounding
atoms through an interatomic potential energy function. Combined with principles from
statistical mechanics, MD can be used to predict a number of macroscopic material proper-
ties, and given its ability to model atomic structure explicitly, it can be used to construct a
model of aramid �bers capable of including all types of structural defects, and the resulting
in�uence of these defects on macroscopic behavior. It is important to recognize that due to
the relatively large length scales involved in the hierarchy of �ber microstructural details,
MD simulations are only capable of modeling relatively small crystalline regions of PPTA
consisting of perhaps hundreds of thousands of atoms. However, gaining understanding of
the fundamental behavior of PPTA crystals within the �ber is paramount to understanding
the resulting macroscopic behavior of the �ber as a whole.

MD has been previously recognized as a useful tool for studying the behavior of crystalline
PPTA, and as such there is a body of literature on molecular dynamics modeling simulations
of crystalline PPTA. For example, studies have been performed to predict the ideal molecular
geometry and chain conformations [13, 74], elastic moduli [38, 72], and compressive failure
due to chain buckling [37]. The more recent work of Grujicic et al. [20, 21, 22, 24, 23, 25]
represents the most comprehensive set of studies to date. These studies focused on modeling
various defect patterns and impurities, as well as tensile, torsion, and compressional loading,
and the resulting elastic moduli and axial strength of PPTA crystals.

One important topic that the literature neglects with regards to MD simulations of PPTA
�bers is the dynamic axial strain rate loading of PPTA crystals. Some experimental results
[66, 27] suggest that Kevlar �bers and fabric exhibit strain-rate dependent failure strain
and/or elastic modulus. In applications such as bullet-proof vests, �bers are loaded at very
high strain rates (100�10,000 s−1), making the understanding of any strain rate dependent
behavior crucial to constructing material models of �ber behavior. The source of this rate-
dependent behavior is postulated to come from how primary and secondary bonds in the
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�bers break as the �ber is loaded, with di�erent strain rates leading to di�erent breaking
mechanisms and thus di�erent mechanical behavior [66, 73]. However, it is interesting to
note that several researchers [41, 9] have not found signi�cant changes in modulus or other
mechanical properties with strain rate. With con�icting reports and theories on the impor-
tance of strain rate loading on the behavior of aramid �bers, molecular dynamics emerges as
an appropriate tool to analyze the details of the molecular response to dynamic strain rate
loading and clarify how the rate of loading in�uences overall mechanical behavior.

Since the rate-dependent behavior of PPTA is hypothesized to depend on the rupture of
both primary and secondary bonds, it is important to choose an MD modeling strategy that
allows for the forming and breaking of primary bonds as the simulation progresses. Such a
strategy also permits the study of the strength and failure behavior of PPTA under strain
rate loading, a topic of great importance when considering applications such as life-saving
personal protective armor. However, standard molecular dynamics potentials typically model
chemical bonds as springs (linear or nonlinear) which are permanent features of the molecule
topology during simulation. Simply breaking the springs using a distance criteria to represent
bond rupture is problematic due to the inability to capture changes in partial atomic charges
and bond strength with neighboring atoms (that is, chemical changes in the polymer) that
would accompany such an event in a true PPTA molecule.

The problem of breaking chemical bonds dynamically during a simulation can be solved
by turning to reactive bond order force �elds such as ReaxFF (for �Reactive Force Field�).
ReaxFF [17, 18, 67, 50] was originally developed to study chemical reactions involving hy-
drocarbons, but has had alternative parameterizations created to study a wide range of other
materials as well. ReaxFF captures changes in bond topology as a simulation progresses,
updating atomic charges and bond orders to re�ect any chemical reactions that take place
during the simulation. It represents somewhat of a hybrid methodology between quantum
mechanical and molecular dynamics simulations � simulations with ReaxFF can simulate
much larger systems than in quantum mechanical simulations, but are more costly to per-
form compared to simulations using classical MD potentials. While originally intended to
model thermodynamically activated chemical reactions, ReaxFF has been successfully em-
ployed to model material fracture and failure through mechanical bond rupture, [35, 64,
36, 12, 11, 7], making it a good candidate for studying bond rupture events and the failure
behavior of crystalline PPTA.

This dissertation seeks to contribute to the understanding of the mechanical behavior of
crystalline PPTA by using molecular dynamics to model the response of PPTA molecules
to dynamic strain rate loading. By using the reactive bond order potential ReaxFF, MD
simulations can be used to predict both the strain rate dependent mechanical response of
the crystals and the failure mechanisms involved in strain-to-failure loading, both of which
are important to improving the current understanding of aramid �ber behavior. The studies
presented here are unique compared to previous MD studies of PPTA behavior, and with the
introduction of dynamic strain rate loading into the simulations, represent realistic loading
conditions that emerge in standard applications of PPTA �bers as projectile-resistant woven
fabrics.
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The remainder of this dissertation is organized as follows: Chapter 2 presents a detailed
summary of the known microstructural characteristics of PPTA in order to inform the im-
plementation of molecular dynamics modeling of crystalline PPTA. Chapter 3 presents a
review of the important aspects of molecular dynamics theory and implementation, and
presents preliminary simulation results which show that the molecular dynamics methods
used here are capable of accurately modeling the behavior of crystalline PPTA. Chapter 4
presents constant strain rate simulations of highly crystalline PPTA, exploring the in�uence
of defects and temperature on the modulus and failure response of the crystals. Chapter 5
examines bond failure in crystalline PPTA in detail, and leverages the stochastic nature
of bond failure to model the failure of both primary and secondary bonds using concepts
from reliability theory. Finally, Chapter 6 summarizes the �ndings and contributions of this
dissertation.
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Chapter 2

PPTA �ber morphology and mechanical

properties

PPTA �bers are characterized by highly crystalline arrangements of PPTA molecules
aligned parallel to the �ber axis. However, the details of the underlying microstructure are far
more complex than this basic idealization. The morphology of a typical aramid �ber actually
comprises a hierarchy of microstructures, ranging from the nanoscale to the microscale, each
with their own set of structural imperfections. The nature of these imperfections directly
in�uences the mechanical properties of the �ber at the macroscale. A molecular-level model
of the �ber has the potential to be used to understand the in�uence of some of these structural
defects on macroscopic mechanical �ber properties; however, it is important to understand
the details of the �ber microstructure in order to create such a model. Additionally, one
must understand how these details in�uence overall macroscopic �ber behavior in order
to understand what kinds of simulations to apply the molecular model to. As such, this
chapter presents an overview of the literature on what is known about the microstructure of
PPTA �bers, and how those microstructural features in�uence the overall macroscopic �ber
behavior. It will be shown that while the overall structure is complex, the basic building block
of �ber structure, the crystallite, is simple enough to be amenable to molecular dynamics
modeling, which can be used to help improve understanding of of the overall �ber behavior.

2.1 PPTA �ber morphology

At the most fundamental level, PPTA �bers contain extended PPTA polymer chains
packed into a highly crystalline arrangement. The PPTA monomer is pictured in Figure 2.1,
and contains a total of 28 atoms. These monomers align end-to-end to form long polymer
chains. The PPTA �ber manufacturing process aligns the chains nearly parallel along the
�ber axis through a dry-jet wet spinning process, typically yielding �bers about 12 µm in
diameter. The structure of the chains within crystalline regions of the �ber is described by
the orthogonal crystalline unit cell pictured in Figure 2.2, with dimensions a = 0.787 nm,
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Figure 2.1: Diagram of a single PPTA monomer.

b = 0.518 nm, and c = 1.29 nm [52]. The chains are held together by hydrogen bonds in the
b-direction, as well as van der Waals forces occurring in the a-direction. This arrangement of
aligned chains held together by strong hydrogen bonds is responsible for the high sti�ness and
strength of PPTA �bers along the �ber axis direction; conversely, its transverse and shear
sti�ness and strength are signi�cantly lower, typically by at least an order of magnitude.

Studies by Dobb et al. [14, 15, 16] showed that chains tend to organize themselves
into hydrogen-bonded sheets, and that these sheets are arranged radially within the �ber.
Furthermore, Dobb noted a periodicity in the structural pattern of the �bers of about 500 nm.
He concluded that the periodicity was most likely explained by the existence of a pleated
structure repeating along the �ber axis, as shown in Figure 2.3. The pleats are angled about
10◦ relative to the �ber axis, and within each pleat are long chains arranged in the highly
crystalline organization described by the unit cell in Figure 2.2. This crystalline, pleated-
sheet structure is the most basic representation of PPTA �ber macromolecular morphology
and applies to all variants of Kevlar and Twaron �bers.

However, underlying this pleated-sheet description of the �ber morphology is an arrange-
ment of polymer chains which, while highly crystalline, contains a number of di�erent defects
and imperfections which can strongly in�uence the overall �ber properties. Several studies
using a variety of observation techniques [56, 48, 40] were conducted independently of one
another in order to characterize the details of this microstructure. However, the complexity
of the microstructure has led to disagreement on the exact microstructural details. Fig-
ures 2.4�2.6 show the di�erent models that these studies have suggested to explain their
experimental observations. While the details of each group's �ndings vary, there are several
characteristics that each model agrees on:

� The primary building block of �ber microstructure is the crystallite. A crystallite is
a region where the packing of polymer chains is highly crystalline. Researchers have
disagreed on some of the details of their size, for example, Panar et al. [56] believe the
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The PPTA crystal lattice with pseudo-orthorhombic unit cell33,34.

Figure 2.2: Crystalline unit cell for PPTA [52]. The x, y, and z Cartesian axes correspond to the
a, b, and c crystalline unit cell dimensions, respectively. The z axis corresponds to the �ber axis.

crystallites are about 600 nm in diameter, while Morgan et al. [48] report a crystallite
diameter of 60 nm. However, all sources agree that the crystallite length is in the
neighborhood of 200 nm, about the same length as the PPTA polymer chains in the
�ber. Within a crystallite, chains are highly parallel to one another, although the
crystallite itself may not be perfectly aligned with the �ber axis, resulting in imperfect
chain alignment with the �ber axis.

� Defect planes occur periodically along the �ber axis. The defect planes are essentially
planes where crystallites end, and as such, the defects are believed to be concentrated
collections of chain-ends. Panar et al. [56], for example, suggest that these planes
contain 50% chain ends, relative to the number of chains passing through them, as
depicted in Figure 2.4a. Despite these seemingly weak planes, PPTA �bers retain
their strength largely due to the presence of extended chains passing through these
defect bands. Panar et al. [56] observe a defect plane periodicity of about 35 nm. Li
et al. [40] observe a similar periodicity, around 20�30 nm.

� A typical PPTA �ber contains a thin skin region about 0.1�1.0 µm in thickness, and a
core region that makes up the rest of the interior of the �ber, as shown in Figures 2.5
and 2.6. The structural organization of the polymer chains in each region is di�erent.
The core contains the aforementioned defect planes of concentrated chain-ends, while
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FIG. 9. Schematic diagram of Kevlar-49 fibers showing the radially arranged 
pleated sheets [ 3 8 ] .  

rence of scattering of light. Interference microscopy of Kevlar-29 [44] fibers 
showed a much higher birefringence at the center of the fibers, which could be 
accounted for by lateral birefringence. It was shown that Kevlar-29 has a radial 
structure with the plane of the aromatic groups lying radially as opposed to cir- 
cumferentially. Although some structural differences are expected between 
Kevlar-29 and Kevlar-49, all evidence suggests that both fibers possess a radial 
system of pleated sheets. The presence of this structure might influence the 
mechanical properties of the fiber, and particularly the elastic modulus [40]. 
The higher modulus of some aramid fibers (e.g., PRD49) might be due to the 
absence of the pleated sheet organization. The radial sheet structure of the 
Kevlar fibers could also influence the mode of mechanical failure and could be 
a contributory factor to the low compressive strength [40]. 

The first indications of a skin-core heterogeneity were obtained in dark- 
field electron microscopy images [40] in which there was evidence for a 
change in the pleat spacing near the edges of the KevIar-49 fiber. Longitudinal 
sections showed a relatively diffuse electron diffraction pattern for the outer 
regions whereas the core region diffracts strongly. This difference was attri- 
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Figure 2.3: Radial system of pleated lamella postulated in [15, 16].

the chain-ends within the skin are believed to be randomly distributed along the �ber
axis.

While these �ndings paint an overall complex picture of the �ber, one important takeaway
is that the crystallite is the fundamental building block of the PPTA �ber. Understanding
the mechanical behavior of a single crystallite is informative for making predictions about
the macroscopic properties of the �ber as a whole. This motivates the molecular dynamics
modeling of PPTA crystallites, where the e�ects of various types of defects at the molecular
level can be simulated explicitly.

2.2 PPTA �ber properties

All PPTA �bers consist of the same crystallite-based microstructure as described in
Section 2.1. However, the details of the arrangements of the polymer chains within those
crystallites is highly dependent upon the manufacturing process. For example, Kevlar �bers
exist in several di�erent grades, such as Kevlar 29, 49, and 149, and each have di�erent
mechanical properties. PPTA �bers are typically used in applications where they are loaded
in tension along the �ber direction (as opposed to transversely), and as such, the most
important and oft-reported mechanical properties are the longitudinal sti�ness and strength.
Table 2.1 provides a summary of the tensile axial modulus and failure stress/strain of some
di�erent varieties of Kevlar and Twaron �bers, as reported in the review article by Ahmed
et al. [2].
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Fig. 8. Schematic of defect band structure. Individual lines represent molecular backbones. 

In conventional fibers such as nylon and poly(ethy1ene terephthalate) (PET) 
the long period is obtained from small-angle x-ray scattering. This period has 
been reported to be 10 nm for nylon and 13 nm for PET fibers.ll For PPTA, 
a spacing of about 35 nm has been mentioned above. This periodicity is analo- 
gous to that in conventional polymers to the extent that it represents a potential 
weak link in the axial structure which must be successfully bridged to result in 
satisfactory strength. It is the manner in which the defect zone is bridged that 
seems to distinguish high-modulus from normal fibers. 

The peak broadening of the meridional reflections can be used to calculate 
a crystalline correlation length (sometimes referred to as the crystal size). In 
conventional polymers this dimension is smaller than the long period and is often 
taken as the thickness of the crystalline lamellae. Typical values are 6.8 nm for 
nylon and 5.9 nm for PET.ll This correlation length is defined as the distance 
along the fiber axis over which backbone repeat units remain an integral number 
of unit-cell c spacings apart, within some specified fraction of the c spacing. 

This axial correlation length is difficult to obtain for high-modulus PPTA 
because of the extreme sharpness of the meridional(OO2) diffraction peaks (Fig. 
5). Moreover, the already narrow peaks become sharper with decreasing order, 
since structural imperfections contribute less to x-ray linewidths with decreasing 
order.1°J2 Hence the width of the very weak 001 reflection is most nearly gov- 
erned by the crystalline correlation length alone. The crystalline correlation 
length obtained from the Scherrer formula13J4 is 80 nm. This is a lower bound 
since the observed linewidth could include contributions from other sources. 

(a)

MORPHOLOGY OF PPTA FIBERS 1963 

Fig. 10. Transmission electron micrograph of a surface replica of etched fiber (a) and schematic 
(b) illustrating the fibrillar structure. In (a) the 35-nm periodicities are horizontal, and vertical 
boundaries appear to represent the borders of fibrils. 

(horizontal) lines representing the 35-nm period of the defect bands can be seen. 
This structure is shown schematically in Figure 10(b). The fibrils are shown 
as being joined by tie bundles, groups of chains which wander from one fibril to 
an adjacent one. (These tie bundles are visualized in the experiment described 
below.) They may explain the small proportion of unoriented crystalline 
polymer seen in Figure 6. 

A difficult question is whether the intact fibers are bundles of fibrils or whether 
fibrils are simply the result of cleavage along the c axis of the crystalline polymer 
on fracture. The following experiment suggests that they do in fact exist in the 
intact fiber. The series of optical micrographs seen in Figure 11 are of a fiber 
dissolving in 80% nitric acid on a microscope slide. A drop of acid is placed at 
the edge of the cover slip and was drawn to the fiber by capillary action in Figure 
l l(a).  Figure l l (b)  shows the fiber in ordinary light beginning to dissolve. 
Figure l l (c)  is a stage of dissolution about two minutes later in polarized light 
with a full-wave retardation plate. The fiber can be seen separating into fibrils. 
Figure l l(d),  taken after 2 more minutes, just before the fiber dissolved com- 
pletely, shows fibrils joined by what appear to be the tie bundles. 

This experiment is consistent with a situation in which the solvent can selec- 
tively penetrate between preexisting fibrils, causing this highly specific sequence 
during dissolution. Therefore it is very suggestive that the fiber, in fact, consists 
of fibrils. 

(b)

Figure 2.4: The model by Panar et al. [56] shows the periodic defect planes with long polymer
chains extending through them, and also the tie points that were hypothesized to assist in holding
parallel �brils together.

The di�erence in mechanical properties between �ber grades and manufacturers is strongly
linked to the microstructural details of the �bers. Rao et al. [59] performed a comprehen-
sive study to determine the most important characteristics which determine the macroscopic
�ber properties, and found that �ber properties could be determined with good accuracy by
using the following empirically-determined relationship:

1

Ef
=

(
1

E0

+D1g
2
II

)
+ A < sin2 φ > , (2.1)

where E0 represents the crystallite modulus, gII is the paracrystalline parameter, φ is the
chain orientation relative to the �ber axis, and D1 and A represent material constants.
Using this formula, Rao et al. were able to accurately predict the �ber modulus based
on the paracrystalline parameter and chain orientation, and also deduced that the crystal
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FIG. 13. A model of aromatic polyamide structure [ 541. 

HCI, the fiber core fails by transverse crack propagation. In other cases when 
failure comes, it is a result of fracture by splitting along the fiber axis [62]. 
Axial splitting is favored by the weak intermolecular forces across the fiber 
and has also been shown in Kevlar fibers broken down by compressive forces 
in the crystal-press test [62]. The brittle fracture of the Kevlar-49 core after 
HCI treatment [ 16,47, 531 revealed that the core consists of planes perpen- 
dicular to the longitudinal fiber direction and of length 200 nm. By HCI treat- 
ment the interlayer regions are preferentially attacked, causing the fiber to be 
easily fractured at the layer boundaries. Bundles of 60 nm diameter cylindri- 
cal crystallites were also observed in the fiber direction. If the fiber is stressed 
prior to etching, the cracks propagate in planes 600-800 nm apart [ 161, so the 
fibers have internal weak planes spaced 200 nm along the fiber, which corre- 
spond to the boundaries of the crystallites, and also defect planes occurring 
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Figure 2.5: Li et al. [40] highlight the skin-core di�erence, crystallite distribution, and repeating
defect planes along the �ber axis, as well as the radial arrangement of hydrogen-bonded sheets.

Product name Kevlar 29 Kevlar 49 Kevlar 149 Twaron 2000

Tensile modulus (GPa) 70 135 143 90
Tensile strength (GPa) 2.9 2.9 2.3 3.8
Elongation at failure (%) 3.6 2.8 1.5 3.5

Table 2.1: Mechanical properties of various grades of PPTA �ber, as reported in [2].

modulus E0 was approximately equal to 250 GPa for all Kevlar �ber grades tested, which is
in reasonable agreement with theoretical predictions [74]. Such work highlights the strong
dependance of overall �ber properties on the details of the �ber microstructure.

Another important aspect of PPTA �ber properties is the dependence of �ber modulus
and failure strain on applied strain rate. The rate-dependence of the modulus has particularly
been a subject of study, given the important role it would play in modeling high-velocity
projectile impact on bullet-proof vests, one of the more popular applications for PPTA �bers.
Several studies [66, 77, 81, 73, 27] found that strain rate has a signi�cant e�ect on �ber
(or fabric) modulus and/or strength, with the general trend being that both modulus and
failure strain increase with increasing loading rate. The hypothesis for explaining this rate-
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FIG. 14. Morphology of Kevlar-49 fiber [ 161 

periodically every 600-800 nm, which are more pronounced under tensile 
stress and possibly correspond to the pleat spacing of the fiber. The morpho- 
logical model consistent with the above observations is illustrated in Fig. 14. 

VI. INFRARED STUDIES ON POLY(pPHENYLENE 
TEREPHTHALAMI DE) 

Infrared spectroscopy can be a valuable tool for understanding the chemical 
and crystal structure of Kevlar fibers, the interaction of the polymer with 
absorbed moisture, and the effect of residual impurities on the long-term per- 
formance of the fiber, as well as for evaluating and optimizing surface treat- 
ments for improved adhesion. However, the vibrational spectra of poly(p 
phenylene terephthalamide) (PPTA) are not well understood. For this pur- 
pose an understanding of the spectral features of low molecular weight com- 
pounds with similar structures and conformations can be beneficial. Normal 
coordinate analysis studies have been published for the model compound 
N-phenylene benzamide [63,64] and its deuterated analog [63], and facili- 
tated the normal coordinate analysis for PPTA [63]. Table 6 shows the fre- 
quencies and potential energy distributions calculated for PPTA, where the 
corresponding internal coordinates are shown in Fig. 15 [63]. 
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Figure 2.6: The model proposed by Morgan et al. [48] is similar to the Li et al. [40] model, and
focuses on the skin-core structural di�erence and the �Shish kebab� nature of the stacked lammelar
structure.

dependent modulus e�ect is that it results from the di�erent ways that primary backbone
bonds and secondary hydrogen bonds rupture at di�erent strain rates [66]. At fast rates,
is is theorized that there is no time for inter-chain slippage, resulting in a brittle fracture
mechanism involving mostly primary bond failure, while at slower strain rates, there is more
time for chains to slip by one another via secondary bond failure, resulting in a reduction in
modulus before the onset of failure. However, other studies [41, 9, 39] have found that strain
rate has a negligible e�ect on modulus and/or failure strain. These studies have focused
on single �bers or bundles of �bers, while the studies that have reported strain rate e�ects
have focused on single yarns or fabric patches, and often use Twaron �bers as their test
material, which suggests that the strain rate e�ects depend explicitly on both micro- and
macro-molecular �ber morphology.

Clearly, �ber properties including sti�ness, strength, and strain rate dependent behavior
are dependent on the details of the �ber microstructure, and while relevant microstructural
features span several length scales, a signi�cant portion of the important details lie at the
crystallite level, where the arrangement and behavior of individual polymer chains governs
the crystallite response. For this reason, molecular dynamics is a useful tool for exploring
the crystallite behavior and providing a better understanding of how di�erent types of struc-
tural features and defects can in�uence PPTA �ber mechanical properties. In particular,
in the following chapters, molecular dynamics modeling will be used to explore the e�ects
of di�erent types of defect patterns on the overall macroscopic �ber behavior. It will also
be used to perform strain rate loading simulations of crystalline PPTA in order to observe
whether there are strain rate e�ects which can be attributed to the rupture of primary and
secondary bonds, or any other molecular-level mechanisms.
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Chapter 3

Molecular dynamics modeling of PPTA

crystals

As discussed in Chapter 2, PPTA �bers have a complex microstructure whose charac-
teristic length scale is on the order of hundreds of nanometers, and the macroscopic �ber
properties depend crucially on the details of this microstructure. The fundamental building
block of this microstructure is the PPTA crystallite, which contains highly crystalline ar-
rangements of aligned polymer chains. Therefore, to begin to understand the properties of
the macroscopic �ber, it is important to understand the properties of these crystallites. The
key factors in�uencing the crystallite properties reside at the atomic level � for example, the
exact arrangement of chains within the crystallite, and the presence of impurities or other
structural defects within the chains and their overall crystal structure.

In situations like these, molecular dynamics (MD) is a useful tool which can be used
to compute physical properties of a material based on its atomic structure. MD essentially
allows one to perform computer experiments on an atomic system, and gives access to detailed
information that could not be observed experimentally. MD simulations also give the ability
to introduce defects or other changes into the model of a material's atomic structure and
observe the e�ect they have on the overall macroscopic properties; such precise changes to
material microstructure are often not possible in experiments.

The de�ning characteristic of an MD simulation is the interatomic potential used to
model the force interactions between atoms, and this potential must be carefully chosen if the
simulation is to represent the behavior of the true material. The work that follows utilizes two
di�erent force �elds to model PPTA: PCFF and ReaxFF. PCFF (Polymer Consistent Force
Field) is a classical potential appropriate for modeling polymers. It is capable of modeling
PPTA crystallite behavior and reliably computing physical properties at low to moderate
strains. ReaxFF (for �Reactive Force Field�) is a reactive bond order potential, which has the
ability to break and form bonds dynamically during a simulation; in contrast, the bonding
topology in the PCFF force �eld is permanent. ReaxFF is much more computationally
expensive, but the ability to update bonding topology over the course of a simulation will
allow for the investigation of the properties of PPTA crystallites due to bond breakage, such
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as crystallite failure behavior.
In this chapter, the details of the MD potentials and simulation methodologies used to

model PPTA crystallites are discussed, and the MD potentials are validated against both
known physical properties and MD simulation results from literature in order to justify their
application to modeling crystalline PPTA.

3.1 Selection and description of interatomic potentials

In this work, two di�erent interatomic potentials will be used. The �rst is the PCFF
force �eld, a classical potential suitable for modeling organic polymers. It is applicable to sit-
uations in which the equilibrium molecular geometry (bonds, angles, etc.) does not undergo
extensive deformations. The second potential that will be used is ReaxFF, a reactive bond
order potential capable of breaking and forming atomic bonds dynamically as the simulation
progresses. Since this work is interested exploring the behavior of PPTA crystallites under
extreme loading conditions that are expected to cause primary bond rupture along the chain
backbone, this force �eld will be used to study such cases.

3.1.1 The PCFF potential

The interatomic potential PCFF (Polymer Consistent Force Field) is a Class II force �eld
[71] whose general form is:

Etotal = Eb + Ea + Eo + Et + Ebb + Eab + Eaa + Eat + Ebt + Eelec + EV DW , (3.1)



Chapter 3. Molecular dynamics modeling of PPTA crystals 14

where

Eb =
4∑
i=2

kbi (b− b0)i ,

Ea =
4∑
i=2

kai (θ − θ0)i ,

Et =
4∑
i=1

kai (1− cos iφ) ,

Eo = ko(χ− χ0)2 ,

Ebb = kbb(b− b0)(b′ − b′0) ,

Eaa = kaa(θ − θ0)(θ′ − θ′0) ,

Eab = kab(b− b0)(θ − θ0) ,

Ebt = (b− b0)
3∑
i=1

kbti (1− cos iφ) ,

Eat = (θ − θ0)
3∑
i=1

kbti (1− cos iφ) ,

Eelec =
∑
i,j

qiqj
rij

,

EV DW =
∑
i,j

εij

[
2

(
σij
rij

)9

− 3

(
σij
rij

)6
]
.

(3.2)

In equations (3.2), Eb, Ea, Et and Eo represent the bond, angle, torsion, and out-of-plane
interactions, respectively, with b indicating bond length, θ indicating three-body angle, φ
indicating the torsion angle, and χ indicating the out-of-plane angle. The energies Ebb, Eaa,
Eab, Ebt, and Eat represent coupled energetic interactions with bond-bond, angle-angle,
bond-angle, bond-torsion, and angle-torsion pairs, which help enforce additional molecular
conformations. Eelec is the standard Coulomb interaction energy, dependent upon the charges
of two atoms i and j denoted by qi and qj, and the interatomic distance rij = |ri−rj|, with |·|
indicating the vector-norm. Finally, EV DW represents a 9-6 type Lennard-Jones interaction.

The PCFF force �eld is parameterized from ab initio theoretical calculations, and is de-
signed speci�cally to model polymers and organic compounds. The PCFF force �eld has
been used in several MD studies of PPTA [62, 63, 38, 37] to calculate molecular geome-
try, possible chain conformations, physical properties like the crystalline elastic moduli and
coe�cient of thermal expansion, and buckling behavior under axially compressive loading.
Grujicic et al. [20, 21, 22, 24, 23, 25] use a more recently parameterized Class II force
�eld known as COMPASS [70] to conduct a variety of MD simulations of PPTA, including
simulating the e�ects of various classi�cations of defects and the e�ect of di�erent loading
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conditions on the material response. Given that PCFF was parameterized to model organic
compounds like PPTA, and that it has been successfully used (along with its similar counter-
part COMPASS) to model PPTA in previous MD studies, it is deemed a reasonable choice
for modeling PPTA in this work.

3.1.2 The ReaxFF potential

ReaxFF is a reactive bond order force �eld [17] capable of modeling the breakage and
formation of covalent bonds dynamically during a simulation. Bond order is essentially a
measure of the strength of a chemical covalent bond. It is roughly equivalent to the number
of chemical bonds between two atoms, for example, a bond order of 2 typically signi�es a
double bond between atoms, but it need not only take integer values. The higher the bond
order, the stronger the bond and the more di�cult it is to separate the atoms; conversely,
as bond order tends towards zero, so does the attractive force between two atoms.

In ReaxFF, it is assumed that the bond order between two atoms is dependent only upon
interatomic distance. The fundamental equation which ReaxFF uses to determine the bond
order between a pair of atoms i and j separated by distance rij is

BO′ij = BO′σij +BO′πij +BO′ππij

= exp

[
pbo,1

(
rij
rσ0

)pbo,2]
+ exp

[
pbo,3

(
rij
rπ0

)pbo,4]
+ exp

[
pbo,5

(
rij
rππ0

)pbo,6]
,

(3.3)

where pbo,1, pbo,2, pbo,3, pbo,4, pbo,5, pbo,6, rσ0 , r
π
0 , and r

ππ
0 are force �eld parameters assigned

for interactions between atoms i and j. This essentially sums the bond order contribution of
sigma, pi, and double-pi bonds, each of which can take a bond order value between 0 and 1, to
give a total bond order which lies between 0 and 3. Bond orders BO′ij are then multiplied by a
correction factor which accounts for overcoordination (unphysical distributions of electrons)
in order to obtain the true bond order BOij. From here, it is further assumed that all
energy terms related to bonds, angles, and torsions are functions of bond order, and hence
ultimately functions of atomic coordinates. The total energy of the system is calculated as

Etotal = Ebond + Eover + Eunder + Eval + Epen + Etors + Econj + EvdWaals + ECoul , (3.4)

which accounts for energies due to bonds, over- and under-coordination, valence angles and
associated penalty terms, torsions, conjugations (e.g. repeated bond orders of 1.5 as in
benzene rings), and standard van der Waals and Coulomb interactions. ReaxFF is designed
to ensure that all of these energy terms smoothly transition to zero as bond order tends
toward zero, allowing for a smooth transition between bonded and non-bonded energy states
when chemical reactions (the breaking and forming of chemical bonds) take place. For
example, the expression for the bond energy between atoms i and j is given as

Ebond = −De ·BOij · exp
[
pbe,1(1−BOpbe,1

ij )
]
, (3.5)
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where De and pbe,1 are force �eld parameters assigned for interactions between atoms i and
j. Expressions for the remaining terms are complex, and can be found in [17]. All terms
are evaluated regardless of the presence of primary bonds between atoms. For example, van
der Waals and Coulomb terms are always evaluated between pairs, but are negated through
special shielding terms as the bond order between pairs increases. At every simulation time
step, ReaxFF uses the atomic coordinates to determine the bond order between a given
atom and all neighboring atoms, updates the bonding topology, and computes the resulting
energies and forces on each atom.

The primary challenge with the ReaxFF potential is �nding a suitable parameter set to
model the material of interest. Originally parameterized for hydrocarbons [17], there exist
many parameterizations of ReaxFF which extend its applicability to other materials, such
as systems involving silicon-oxide reactions, [18], Fe/Al/Ni alloys [67], and transition metal
catalyzed reactions involving carbon with Co, Ni, and Cu atoms [50]. However, there exists
no parameter set that has been developed speci�cally for aromatic polyamides like PPTA,
and using parameterizations for applications outside of their intended modeling situations
requires careful validation of their performance in order to obtain trustworthy simulation
results. For the simulations in this work, the ReaxFF parameterization of Liu et al. [42] is
chosen. This parameter set was developed for applications to energetic materials composed
of C, H, O, and N atoms, but was adapted from [69] to correct the London dispersion forces
in order to more accurately replicate the crystal cell volume of several crystalline polymers,
a good indication that it should be appropriate for modeling PPTA.

3.2 Molecular Dynamics Theory and Algorithmic

Implementation

The objective of molecular dynamics is to numerically compute the the trajectory of a
system of particles (represented by point masses) over a �nite amount of time. The motion
of each particle is assumed to be governed by Newton's equation

mir̈i = fi , (3.6)

where the subscript i denotes the ith particle in the system of interest, and m is the mass,
r is the position vector, f is the force, and (̈·) represents the second derivative of (·) with
respect to time. The force fi on atom i is assumed to be derivable from an interatomic
potential U(rN), a function of all the atomic coordinates rN = (r1, r2, ..., rN), and given by

fi = − ∂

∂ri
U(rN) . (3.7)

The potential U(rN) contains all of the energetic interactions present in the system, including
energy contributions from bonds, angles, and dihedrals, and van der Waals and Coulomb
interactions.
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Equation (3.6) is an ordinary di�erential equation in time which can be solved approxi-
mately using numerical methods, making it amenable to solution via computer algorithms.
In this work, the molecular dynamics simulation software LAMMPS [57] is used to conduct
all MD simulations. LAMMPS employs e�cient parallel algorithms capable of handling
large-scale molecular simulations, and comes with a multitude of �exible simulation options
and settings, making it appropriate for all of the simulations conducted in this work.

3.2.1 Integration of the equations of motion

In molecular dynamics, equation (3.6) is often represented as a system of two �rst-order
ODE's written in terms of atomic coordinates r and momenta p = mv as follows:

ṙi =
pi
mi

,

ṗi = fi .
(3.8)

Given initial atomic coordinates and velocities at time t = t0, it is desired to compute the
evolution of the system up to a �nal time tf . There exist many numerical schemes which
accomplish this. However, in molecular dynamics, it is often important to conserve the
total system energy over time (to within numerical round-o� error), and also important
to minimize the number of force evaluations required in the scheme, since this is typically
the most expensive operation during an MD simulation. Therefore, LAMMPS uses the
symplectic velocity-Verlet algorithm for the numerical integration of (3.6). To implement
the scheme, the time domain is broken into NT segments of length ∆t, allowing one to
compute the solution at times t = t1, t2, ...tNT

, where the time at the nth step is given by
tn = t0 + n∆t. Given atomic coordinates ri and velocity vi for atom i at time tn, the
algorithm advances by a time step of length ∆t and computes the atomic coordinates and
velocity at time tn+1 = tn + ∆t as follows:

ri(tn+1) = ri(tn) + vi(tn)∆t+
1

2
ai(tn)∆t2

→ ai(tn+1) = − 1

mi

∂U
∂ri

(
rN(tn+1)

)
→ vi(tn+1) = vi(tn) +

1

2
[ai(tn) + ai(tn+1)] ∆t

(3.9)

The method is second-order accurate , conserves energy to within numerical round-o� error,
and is e�cient in its single force evaluation in computing the updated accelerations.

3.2.2 Periodic boundary conditions

Even with parallel computer algorithms to e�ciently handle large numbers of interacting
particles, molecular dynamics simulations are typically only viable for systems of thousands
to millions of atoms. Simulating such a small quantity of atoms introduces surface e�ects at
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the system boundaries, which is not a desirable if the goal of a simulation is to simulate the
behavior of a bulk solid or liquid. To overcome this di�culty, periodic boundary conditions
(PBCs) may be employed in the MD simulation. When periodic boundary conditions are
applied, the simulation cell is assumed to be surrounded by an array of replications of the
simulation cell, extending in�nitely in each coordinate direction, as depicted in Figure 3.1.
Since pairwise particle interactions (e.g. Coulomb or Lennard-Jones) become negligible with
increasing distance, typically a cuto� radius rc is introduced to the system, and the force
interaction between any particles separated by a distance greater than rc is omitted from the
atomic force computations. It is important to choose a value of rc that is less than twice the
smallest dimension of the simulation cell or atoms will interact with images of themselves,
which leads to unphysical atomic forces and motions. The introduction of the cuto� rc is a
reasonable approximation that keeps that cost of the simulation at a manageable size.

Figure 3.1: An illustration of periodic boundary conditions and interaction cuto� radius rc in an
MD simulation.

3.2.3 Controlling temperature and pressure

The simplest MD simulations hold the number of particles N and volume V of the
simulation cell constant, while applying a symplectic integration scheme (e.g. velocity-Verlet
(3.9)) to conserve total energy E. Such a simulation will yield the so-called NVE ensemble,
named for the three quantities which are held constant in time, and is produced naturally
from the equations of motion (3.8). However, it is often desired to perform simulations
at constant temperature and/or pressure to model typical laboratory conditions, in which
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case the NVE ensemble is not appropriate. To model such conditions, it is necessary to
modify the equations of motion of the system to produce the NVT (constant number of
particles, volume, and temperature) or NPT (constant number of particles, pressure, and
temperature) ensembles. The augmented equations are constructed such that the speci�ed
temperature and/or pressure is held constant in a time-averaged sense. Algorithms which
maintain a constant temperature over time are called thermostats, and algorithms which
maintain constant temperature over time are called barostats. NVT and NPT algorithms
are similar to one another and are often referred to collectively as thermostats, which will
be the convention used in this work henceforth.

One of the most common thermostat/barostat algorithms is the Nosé-Hoover algorithm
[55, 30], which essentially couple the dynamics of the system to an external tempera-
ture/pressure bath which maintains the desired time-averaged temperature/pressure. It
has been shown that standard Nosé-Hoover does not work well except under special circum-
stances, but that coupling the motion to a chain of thermostats/barostats can overcome this
de�ciency [44]. Pressure control is governed by the �uctuation in the simulation cell dimen-
sions, and in general, it is possible to control pressure components individually as described
in [45] by controlling individual simulation cell dimensions rather than total volume. This
decoupling of pressure components is particularly useful for modeling solid materials, which
unlike liquids and gasses may undergo heterogeneous stress states. In LAMMPS, the imple-
mentation of the NPT ensemble (the most general case � the NVT case eliminates equations
controlling pressure and the simulation cell �uctuations) is a M -chain Nosé-Hoover barostat
with the equations of motion given in [68] as:

ṙi =
pi
mi

+
pg
Wg

ri ,

ṗi = fi −
pg
Wg

pi −
1

3N

Tr[pg]
Wg

pi −
pξ
Q
pi ,

ḣ =
pg
Wg

h ,

ṗg = V (σMD − IPext)− hΣhT +

(
1

3N

N∑
i=1

p2
i

mi

)
I− pξ1

Q1

pg ,

ξ̇k =
pξk
Qk

for k = 1, ...,M ,

ṗξ1 =
N∑
i=1

p2
i

mi

+
1

Wg

Tr[pTg pg]− (3N + d2)kText − pξ1
pξ2
Q2

,

ṗξk =

(
p2
ξk−1

Qk−1

− kText

)
− pξk

pξk+1

Qk+1

for k = 2, ...,M − 1 ,

ṗξM =

(
p2
ξM−1

QM−1

− kText

)
.

(3.10)
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In equations (3.10), h is the cell matrix, populated by the three vectors de�ning the simu-
lation cell edges, pg is the modularly invariant form of the cell momenta, and {ξk, pξk} are
the thermostat variable and its conjugated momenta of the kth thermostat of the chain. Wg

and Qk are the mass of the barostat and kth thermostat, respectively, and control the fre-
quency of the �uctuations. In LAMMPS, rather than specifying these mass values explicitly,
a time constant is prescribed which speci�es the time to relax to the system to the desired
temperature/pressure, and the thermostat/barostat masses are set internally. The quantity
Σ is de�ned as

Σ = h−1
0 (t− IPext)h

T−1

0 , (3.11)

where t denotes the externally-speci�ed pressure tensor. Pext = Tr[t] and Text represent the
externally applied pressure and temperature, respectively. The internal pressure is denoted
σMD, which is computed as

σMD
ij =

1

V

N∑
α

[
N∑
β

(rβi − rαi )fαβj −mαvαi v
α
j

]
, (3.12)

where the superscripts α and β refer to atoms, subscripts denote Cartesian components,
and the quantity fαβj is the jth component of force between atoms α and β. The numerical
integration scheme for the equations of motion (3.10) that is used in LAMMPS closely follows
the formulation proposed in [76].

3.2.4 Accounting for atomic charge

In the molecular dynamics simulations performed here, it is important to account for the
partial charges on atoms and the resulting contributions to the forces between interacting
pairs. The methods for handling atomic charge calculations in the PCFF and ReaxFF force
�elds are very di�erent from one another. In PCFF, atomic charges are initially assigned
and remain the same throughout the simulation, while the charges in ReaxFF update peri-
odically in order to adjust to any changes in bonding topology during the simulation. This
fundamental di�erence in behavior between force �elds results in di�erent algorithms being
applied to compute charge interactions in each force �eld.

For PCFF, the particle-particle�particle-mesh (PPPM) method [29] is used to computed
the forces due to atomic charges. This method explicitly accounts for short-range forces
within the rc, and computes forces from an interpolation of charges on an e�ectively in�nite
grid for particles outside the the cuto� distance. The method works by writing the standard
Coulomb term as

N∑
i=1

N∑
j>i

qiqj
rij

erfc
(
Grij√

2

)
+

1

2

∫ ∫
ρ̂(r)ρ̂(r′)

|r − r′|
drdr′ − G√

2π

N∑
i=1

q2
i . (3.13)

In equation (3.13), The �rst term multiplies the standard charge potential by the comple-
mentary error function erfc(x), which goes nearly to zero after the cuto� distance rc. This
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accounts for the short range Coulomb forces. The constant G is determined by the cuto�
distance rc and the accuracy criterion for the method. The last term in equation (3.13) is
a constant. The integral term accounts for the charges beyond the cuto� distance for the
potential. The term is evaluated by discretizing the charge density ρ̂ on a 3-d spatial grid.
The charge grid is transformed to Fourier space and Poisson's equation is solved for the
charge density ρ(r) on the grid. Finally, the electric �eld and resulting atomic forces are
computed from the result. LAMMPS uses a parallel algorithm with fast Fourier transforms
to implement this method e�ciently with computational cost scaling with N

√
log(N) [58].

The result is an e�cient method which approximately accounts for the in�uence of charge
over an e�ectively in�nite domain; as such, the method can only be used when periodic
boundary conditions are used for the simulation.

For ReaxFF, atomic charges change over time as bonding topology changes. To account
for this, the QEq charge equilibration algorithm is used [60, 49]. The method is based upon
enforcing the atomic charge potential χi of each atom i to be equal across all atoms, where

χi(q1, ..., qN) = χ0
i + J0

ii +
∑
j 6=i

Jijqj . (3.14)

In equation (3.14), qi represents the charge on atom i, χ0
i and J0

ii are tabulated element-
speci�c data, and Jij is the Coulomb potential between atoms i and j. Equating charge
potentials leads to N − 1 equations

χ1 = χ2 = ... = χN . (3.15)

The sum of the charges must also equal the total system charge, such that

qtot =
N∑
i=1

qi . (3.16)

The combination of equations (3.15) and (3.16) yields a system of N equations for the N
unknown charges qi. In LAMMPS, this system is solved using a parallel conjugate gradient
algorithm.

3.3 Validation of PCFF and ReaxFF potentials for

PPTA modeling

Validation of the choice of force �eld representing a particular material or molecule is
always the �rst step in conducting MD studies. In this case, it is desired to use two di�erent
force �elds: PCFF for the purpose of computing material properties and behavior at low
to moderate strain/deformation conditions, and ReaxFF to model PPTA properties under
more extreme conditions where primary bonds are likely to rupture. Also, given that the
PCFF force �eld was designed speci�cally for molecules like PPTA, while the ReaxFF pa-
rameterization of Liu et al. [42] was not, some results from simulations using PCFF will be
used as a benchmark against which to validate the performance of ReaxFF.
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3.3.1 Simulation set-up in LAMMPS

For LAMMPS to begin a simulation, it must have knowledge of the initial atomic co-
ordinates, any bond, angle, dihedral, and improper molecular topology, and all force �eld
parameters. All simulations performed in this work deal with perfectly crystalline or nearly-
crystalline ensembles of aligned PPTA chains. Initial molecular con�gurations are generated
using Materials Studio [1], which contains the crystalline unit cell geometry and bonding
topology of PPTA based on the X-ray di�raction measurements of Northolt [52]. This single
unit cell can be replicated as desired in the x, y, and z directions to produce a simulation cell
of multiple crystalline unit cells. Materials Studio can also be used to alter the molecular
topology to simulate defects and other deviations from perfect crystallinity, as will be seen
in some simulations. Materials Studio assigns the appropriate PCFF force �eld parameters
to the PPTA molecule, and by using the packaged LAMMPS tool msi2lmp, Materials Studio
.mdf and .car data �les can be converted to LAMMPS data �les containing PCFF force �eld
parameters and all bond, angle, dihedral, and improper molecular topology. Appendix A.1
contains a sample data �le for one unit cell of perfectly crystalline PPTA, as well as all the
force �eld coe�cients for PPTA formatted for input into LAMMPS.

ReaxFF data �les are simpler to create, as only the atomic coordinates must be exported
from Materials Studio. ReaxFF bonding topology is fully determined by the potential during
each time step of the simulation. The ReaxFF parameters are taken directly from the
LAMMPS-compatible ReaxFF parameterization �le from the supplementary material of the
paper by Liu et al. [42], which is reproduced in the Appendix A.2.

Both PCFF and ReaxFF have additional settings that must be speci�ed that lie outside
the scope of their respective parameterizations, namely, how to treat the calculation of
long-range forces. For PCFF, the PPPM method described in Section 3.2.4 is used with
relative force error tolerance of 1.0× 10−4 for the solver. The Lennard-Jones coe�cients for
interactions between atoms of type i and j are determined using a mixing rule as follows:

εij =
2σ3

i σ
3
j
√
εiεj

σ6
i + σ6

j

σij =

(
σ6
i + σ6

j

2

)1/6
, (3.17)

where εi and σi are the Lennard-Jones parameters for atom i. The Lennard-Jones cuto� is
set to 10.0 Å. A time step of ∆t = 1.0 fs is found to be su�ciently small to maintain stable
time integration.

In the ReaxFF potential, the charge on each atom changes dynamically as the simula-
tion progresses to re�ect any changes in bonding topology, and the QEq algoithm described
in Section 3.2.4 is used to update atomic charges at every time step. A cuto� distance of
10.0 Å is used in the simulations, and a tolerance of 1.0×10−6 C is used for the charge equili-
bration. The time step used for all ReaxFF calculations is ∆t = 0.25 fs. The implementation
of the ReaxFF force �eld in LAMMPS is described [3].
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3.3.2 Unit cell geometry

The ability to replicate basic molecule and crystalline unit cell geometry is an essential
characteristic of any potential chosen to model PPTA. As such, the crystalline unit cell
dimensions and molecular geometry of each force �eld under an unloaded, equilibrated state
are computed and compared to literature. The X-ray di�raction measurements of Northolt
[52] yield the crystalline unit cell dimensions as well as the atomic coordinates, bond lengths,
and angles in the system. For the purpose of discussing relevant geometric features, Figure 3.2
provides a sketch of the monomer geometry, and identi�es seven distinct bonds. These bond
labels coincide with the 7 bond types in the PCFF force �eld parameterization.

Figure 3.2: Diagram of a single PPTA monomer.

For both PCFF and ReaxFF, simulation cells consisting of 4x4x8 unit cells (in the x,y,
and z directions, respectively) of perfectly crystalline PPTA were created. Periodic bound-
ary conditions were used to represent bulk crystalline PPTA, and it should be noted that the
use of PBCs in this case implies that the polymer chains are of in�nite length. Before any
measurements are taken, the system was �rst equilibrated. For each force �eld, the equilibra-
tion was carried out using a Nosé-Hoover barostat [55, 30] to create an NPT ensemble at a
temperature of 300 K and zero pressure, representing unloaded PPTA at room temperature.
A time constant of 100 fs was chosen for the temperature control, while a time constant of
1000 fs was chosen for the pressure control. The system was deemed equilibrated once the
total system energy, temperature, pressure, and simulation cell dimensions ceased to change
their values signi�cantly in time.

After equilibrating the ensembles at 300 K, select geometric quantities of interest were
time-averaged for 200 ps in each force �eld. Quantities measured include the simulation cell
dimensions, bond lengths and angles, and aromatic ring orientations as represented by their
time-averaged plane normal direction cosines. These time-averaged quantities are reported
in Table 3.1, alongside the values measured by Northolt's X-ray di�raction experiments. The
bond numbers reference the labeling in Figure 3.2, and the aromatic ring and link numbering
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follows the diagram in Figure 3.3. As per convention, the hydrogen bond distance is given
as the O�N distance between adjacent chains, where the atoms O�H�N form the hydrogen
bond triplet. Angles 2�3 and 2�5 refer to the angles formed by bonds 2 and 3, and by bonds
2 and 5, respectively.

Figure 3.3: Breakdown of a monomer into four major components, two aromatic rings and the
three bonds consisting of the links between rings. C, H, O and N atoms are colored gray, white,
red, and blue, respectively.

Agreement between experiment and each potential is reasonable. PCFF is able to more
closely replicate the experimentally measured crystalline unit cell dimensions. ReaxFF over-
estimates c while underestimating b. The smaller value of b in ReaxFF is consistent with the
shorter hydrogen bond length computed with this force �eld, indicating that the hydrogen
bonding forces are stronger in ReaxFF compared to PCFF. All covalent bond lengths in
each force �eld are in good agreement with experimental results, with the exception of Bond
2 in ReaxFF, which is about 8% longer than the value in either PCFF or experiment. It
is important to note that despite a few discrepancies in the details of molecule geometry,
ReaxFF does predict the correct bonding topology for the molecule, a necessary condition
for its use in modeling PPTA.

It is worth noting that a recently published MD study of PPTA [79] also employed the
ReaxFF force �eld, but used the parameterization of Strachan et al. [69]. In the simulations
conducted here, it was observed that running an equilibration simulation using the Strachan
parameterization led to an inaccurate equilibrium crystal cell geometry. It was observed that
the hydrogen bonds tended to engage with the chain diagonally adjacent in the unit cell,
creating hydrogen bonds about 45◦ relative to the b direction of the unit cell, rather than
rather than forming bonds between chains directly in the b direction. Hence, the hydrogen-
bonded sheet geometry, a basic characteristic of crystalline PPTA molecular structure, could
not be replicated with the Strachan parameterization. It was for this reason that the ReaxFF
parameterization of Liu et al. [42] was chosen for for modeling PPTA in this work. The
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PCFF ReaxFF Northolt [52]

Unit cell dimensions (±0.01 Å)
a 8.01 7.69 7.87
b 5.19 4.96 5.18
c 12.96 13.33 12.90

Bond length (±0.01 Å)
Bond 1 length 1.21 1.30 1.23
Bond 2 length 1.37 1.44 1.34
Bond 3 length 1.44 1.44 1.42
Bond 4 length 1.00 1.10 1.00
Bond 5 length 1.50 1.50 1.47
Bond 6 length 1.40 1.39 1.39
Bond 7 length 1.10 1.12 1.00

Hydrogen bond (O�N) 3.10 2.78 3.30
Angles (±0.1 deg)

Angle 2�3 124 124 125
Angle 2�5 111 123 117

Ring plane normal direction cosines ±0.001
Ring 1 cos θx 0.839 0.819 0.819
Ring 1 cos θy 0.530 0.559 0.559
Ring 1 cos θz 0.139 0.122 0.122
Ring 2 cos θx 0.866 0.883 0.829
Ring 2 cos θy 0.438 0.469 0.530
Ring 2 cos θz 0.259 0.105 0.070

Cross-ring direction cosines ±0.001
Ring 1 cos θz 0.956 0.974 0.966
Ring 2 cos θz 0.998 0.988 0.995

Table 3.1: Equilibrium molecular geometry computed with PCFF and ReaxFF, compared to the
X-ray di�raction measurements by Northolt [52]. The uncertainty labels in the left column headings
refer to the standard error in the time averages for the measurements taken here with PCFF and
ReaxFF.
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fact that the Liu parameterization was adapted from Strachan's and includes van der Waals
correction terms to better predict crystalline polymer unit cells lends additional support to
this choice of parameterization.

3.3.3 Calculation of elastic moduli

The ability of a potential to reproduce reasonable elastic moduli is a good indication that
the force interactions between atoms are reasonably represented. Due to the symmetry of
the PPTA unit cell, it is expected that the elastic moduli will have orthotropic symmetry,
requiring nine independent constants to describe the elasticity of the material. For linear
elasticity, the stress-strain relation is given by

σij = Cijklεkl , (3.18)

where σij represents the stress of linear elasticity theory, εij =
1

2

(
∂ui
∂xj

+
∂uj
∂xi

)
is the sym-

metric part of the deformation gradient, Cijkl is the fourth-order elasticity tensor, and re-
peated indices imply summation. Due to the symmetry of the stress and strain tensors, this
relation can be written more conveniently as

[σ] = [C][ε] , (3.19)

where [σ] = [σxx σyy σzz σxy σyz σxz]
T and [ε] = [εxx εyy εzz 2εxy 2εyz 2εxz]

T , and [C] is
represented as a symmetric 6x6 matrix.

It is desired to calculate the full set of elastic moduli for PPTA at room temperature, taken
to be 300 K. A simulation cell of size 3×5×2 PPTA unit cells is used to perform the simulation
for both PCFF and ReaxFF; these dimensions yield a roughly cube-shaped simulation cell.
First, the cell is equilibrated at zero pressure with periodic boundary conditions, and the
time-averaged cell dimensions at equilibrium are taken to be the reference con�guration
dimensions of the cell, denoted Lx0 , Ly0 , and Lz0 . The stress tensor in molecular dynamics
is calculated according to equation (3.12), and the continuum-mechanical stress is computed
by the time-average of this equation such that

σij =
〈
σMD
ij

〉
. (3.20)

A reference stress σ0 is calculated by setting the simulation cell dimensions to Lx0 , Ly0 ,
and Lz0 and performing a time average of the stress in this unstrained state using an NVT
time integration scheme. The components of the reference stress are found to be small and
non-zero, which is attributed to small errors in the time-averaging of the equilibrium cell
dimensions Lx0 , Ly0 , and Lz0 . When computing the elastic moduli components, the increase
in stress relative to the equilibrium stress, ∆σ = (σ − σ0), is used.

Next, six separate simulations are performed, each of which applies one of the six possible
strain deformations in ε to the simulation cell. Figure 3.4 demonstrates how both normal
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(a) Normal strain εxx =
u

Lx0
. (b) Shear strain 2εxy =

u

Lx0
.

Figure 3.4: Normal and shear strain deformations applied to the unit cell to compute elastic
moduli. Calculations of strains εxx and 2εxy are shown as an example.

and shear strains are applied by deforming the simulation cell. Once the deformation is
applied, the cell size is �xed, and an NVT thermostat is applied to maintain a temperature
of 300 K. To compute the elastic moduli in each force �eld, each of the six deformation
simulations was performed using a strain component value of ε = 0.004 (in the case of shear
strain, this would correspond to, for example, 2εxy = ε = 0.004). This was deemed to be
small enough to be within the in�nitesimal strain approximation of linear elasticity theory,
yet large enough that the �uctuations in stress deviated su�ciently from zero as to give
meaningful time-averaged values. Time averaging was performed for a duration of 200 ps for
both PCFF and ReaxFF. Each simulation at �xed applied strain yields one row of entries
in the sti�ness tensor C, e.g. applying εxx gives C11 = (∆σxx)/εxx, C12 = (∆σyy)/εxx, etc.
Therefore all six simulations combine to yield a 6×6 matrix of elastic constants. This matrix
should be symmetric in theory, but due to the time averaging of the individual components,
perfect symmetry is not achieved with the raw data. Similarly, components that ought to
be zero due to orthotropic symmetry were computed to be close to zero, but not exactly
zero. To remedy this, the entries that should be zero according to orthotropic symmetry
were zeroed, and the symmetric part of the sti�ness was taken as the true sti�ness measure,
that is,

[C] =
1

2

(
[Cdata] + [CT

data]
)
. (3.21)

An error estimate in the time averaged values was performed using a block averaging analysis
[4] and it was determined that the error in each modulus component was approximately
±1 GPa.

The results of the simulations are presented in Table 3.2, alongside the results of two
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previous MD studies of the elastic moduli of crystalline PPTA, one using the PCFF force
�eld to compute the moduli at a temperature of 300 K [38], and the other using DREIDING
to compute the moduli at 0 K [78]. The PCFF calculations performed here are comparable
to the results obtained by [38], which serves as a sanity check that the simulation method-
ology used here is sound. There are some signi�cant di�erences between values computed
here using PCFF and ReaxFF, most notably in the C22 and C33 values, which are associated
with the normal sti�ness Eyy and Ezz, respectively. However, these sti�ness values computed
with DREIDING are actually quite comparable to ReaxFF, giving con�dence that ReaxFF
yields a reasonable model for PPTA. Experimental measurements for the crystalline elastic
modulus Ezz have yielded estimates in the 200�260 GPa range [19, 5, 80], while theoretical
estimates have placed this modulus in the 180�200 GPa range [74, 34]. It appears that all
MD potentials list in Table 3.2 yield an overestimate of Ezz compared to theory and exper-
iment. It is worth noting that both PCFF and ReaxFF are parameterized using data from
quantum mechanical calculations, and such parameterizations are known to overestimate
elastic moduli [6]. All of these points considered, the computed moduli here are deemed
accurate enough to consider both PCFF and ReaxFF capable of reasonably representing the
elasticity properties of crystalline PPTA.

Component PCFF ReaxFF Lit. PCFF [38] Lit. DREIDING [78]
(300 K) (300 K) (300 K) (0 K)

C11 11.9 15.9 11.9 15.3
C22 23.6 91.9 32.2 82.3
C33 293 324 284 338
C44 3.9 2.7 6.1 5.2
C55 9.1 8.4 14.3 15.4
C66 0.2 0.9 0.5 0.7
C12 11.3 15.6 11.1 5.6
C23 7.0 32 14.2 9.6
C31 9.3 10 10.5 4.4

Exx 10.5 15.2 10.9 14.8
Eyy 20.9 87.5 29.5 80.1
Ezz 291 320 281 336

Table 3.2: Elastic constants (units in GPa) computed using the PCFF and ReaxFF force �elds in
this thesis, alongside literature calculations. All values are computed at a temperature of 300 K,
with the exception of the DREIDING force �eld values, which were computed at 0 K. The standard
error in the time averaging of the elastic constants performed here is ±1 GPa.



Chapter 3. Molecular dynamics modeling of PPTA crystals 29

3.3.4 Molecular geometry change with axial stretch

Much of the work presented in this thesis concerns the simulation of tensile deformation
of crystalline PPTA. There exists no experimental data on how bonds, angles, etc. within
PPTA crystals change as the crystal is stretched, so a study was performed to compare how
both PCFF and ReaxFF predict that deformation of the polymer chains will occur under
tensile loading.

To perform the simulations, a series of equilibrations under di�erent levels of strain are
performed in order to track select geometric quantities of interest. Individual simulations
are performed at unit cell strains between 0% and 7%, at increments of 1% strain. For each
simulation, the unit cell is stretched to the desired strain value, and the select geometry
features are time-averaged. Emphasis is placed on observing the mechanisms by which the
PPTA chains accommodate stretching in each force �eld.

The deformation of the chain backbone bonds is plotted in Figures 3.5�3.7. Figure 3.5
shows how bond lengths change with monomer strain, and Figure 3.6 shows how bond strains
change to highlight local bond stretch relative to their equilibrium lengths. One important
takeaway from these �gures is that Bond 2 is not subjected to signi�cant stretching relative to
the monomer stretch. This is particularly true for the ReaxFF potential, where Figure 3.6b
highlights that Bond 2 essentially undergoes no change in length as the monomer is stretched.
These observations can be explained by examining Figure 3.7, which shows the change in
the direction cosine cos θz in each bond versus monomer strain, where θz represents the
bond's orientation relative to the �ber z axis. It can be seen that Bonds 3 and 5 begin
relatively aligned with the z axis and remain so throughout as monomer strain is increased.
However, cos θz for Bond 2 increases with monomer strain, indicating that it becomes more
closely aligned with the z axis as the monomer is stretched. As is evident from the monomer
diagram in Figure 3.2, a rotation of Bond 2 to align with the z axis would increase the length
of the monomer, though it need not induce a commensurate increase in the length of Bond
2. It is interesting to note that in PCFF, Bonds 3 and 5 stretch signi�cantly more than in
ReaxFF. However, both force �elds accommodate a signi�cant portion of the stretch through
rotation (rather than stretching) of Bond 2.

In addition to looking at individual bonds, it is also of interest to look at the contributions
of larger parts of the polymer chain to the monomer stretch. To study this, a single monomer
is broken into four length segments as depicted in Figure 3.3. The segments consist of the
span of the the two aromatic rings, as well as the span of the two �links� which connect
the rings. Together, these four segments span the length of a single monomer, and the
strain contributions of each as the monomer is stretched are plotted in Figure 3.8. From
this �gure, it is clear that the two potentials accommodate stretching of the monomer in
di�erent ways. In PCFF, Links 1 and 2 as well as Ring 1 make similar contributions to the
total monomer strain, while Ring 2 stretches signi�cantly less. In ReaxFF, the majority of
the stretch is accommodated nearly equally by Rings 1 and 2, while Links 1 and 2 make
a smaller contribution than in PCFF. Also, while not plotted here, the additional strain
accommodated by the aromatic rings in ReaxFF is due to the bending of the angles within
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Figure 3.5: Bond length versus monomer strain
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Figure 3.6: Bond strain versus monomer strain

each ring, which allows the span of the rings to increase without signi�cantly increasing the
length of the bonds within the rings.

These results show both similarities and di�erences in the deformation of a PPTA chain
when modeling with PCFF and ReaxFF. Both force �elds predict that Bond 2 rotates rather
than stretches to accommodate the monomer stretch. The major di�erence between force
�elds is in how bond angles change, with ReaxFF exhibiting more �exible angle changes
as evidenced by Bond 2 essentially not changing its length, and by the aromatic ring span
increasing more signi�cantly than in PCFF. This is likely due to how ReaxFF works, as the
forces contributed by the angle terms tend towards zero as the bond order decreases; PCFF,
on the other hand, models the angles as nonlinear springs with �nite sti�ness at any level
of deformation. Ultimately, the force �elds behave reasonably, and ReaxFF behaves similar
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Figure 3.7: Angle orientation as denoted by direction cosine θz
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Figure 3.8: Strain in the two links and two rings consisting a single monomer, versus monomer
strain. Component labels follow those in Figure 3.3.

enough to PCFF during the deformation process that there is no alarm or lack of con�dence
in using it to model crystalline PPTA at moderate to high strains.
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Chapter 4

Constant strain rate loading simulations

of crystalline PPTA

PPTA �bers are most commonly used in applications involving tensile loading along the
�ber axis. When used in ballistic fabrics, the �bers may be subjected to high rates of loading,
and, as discussed in Chapter 2, some experimental results have suggested that �ber mod-
ulus and/or failure behavior depend on the rate of loading. As such, molecular dynamics
simulations performed using constant strain rate loading elucidate the molecular-level re-
sponse to strain rate loading, thus leading to improved understanding of the microstructural
mechanisms driving the macroscopic �ber response.

In this chapter, the e�ects of strain rate and temperature on the mechanical behavior
of both perfect and defective crystals are studied. The ReaxFF force �eld is used as the
primary tool to model PPTA molecules in order to capture primary bond rupture that
occurs during crystal failure. Simulations are also performed with PCFF to compare its
response to ReaxFF. However, results obtained using PCFF are only applicable to cases in
which primary bonds are not expected to break under the applied loading.

4.1 Mechanical response of perfectly crystalline PPTA

under constant strain rate loading

To explore the in�uence of loading rate on the mechanical behavior of crystalline PPTA,
constant strain rate molecular dynamics simulations are performed. All simulations begin by
equilibrating the system at the desired temperature, resulting in equilibrated simulation cell
lengths Lx0 , Ly0 , and Lz0 . Next, the simulation cell is stretched in the z direction by applying
a constant velocity v = ε̇zzLz0 to one end of the cell while holding the other end �xed, which
is consistent with applying a constant engineering strain rate ε̇zz to the system. An NPT
barostat as described by the equations of motion (3.10) is applied to the simulation box
to maintain the desired temperature and zero time-averaged normal stresses on the lateral
simulation cell faces. The method used here for applying constant strain rate in MD is very
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Figure 4.1: Stress-strain curve and bond break history for the 4×4×8 unit cell system at ε̇zz =
1.0× 109 s−1.

similar to that employed by Hossain et al. [31] to conduct constant strain rate simulations
of amorphous polyethylene in LAMMPS.

By way of introducing the simulations and the resulting crystal behavior, the result of
applying a constant strain rate of 1.0×109 s−1 is presented in Figure 4.1. The simulation was
performed with the ReaxFF force �eld on a perfectly crystalline system (in�nitely long chains
with no defects) of 4×4×8 unit cells using periodic boundary conditions. The use of ReaxFF
allows for breakage of primary bonds. Figure 4.1 presents a plot of the stress σzz (calculated
according to equation (3.12)) versus engineering strain εzz for the crystal, as well as a plot of
the number of primary bond ruptures (bonds of types 2, 3, and 5 along the backbone of the
polymer chain, as diagrammed in Figure 3.2) and secondary hydrogen bond ruptures versus
strain. In ReaxFF, bonds never truly rupture, in the sense that there is always a non-zero
bond order between atoms within the cuto� distance of the force �eld. However, a low bond
order is a good indication that a bond is weak enough to be considered failed. For example,
Chenoweth et al. indicate bond failure when the bond order reaches 0.2 [10]. Here, it was
found that a bond order of 0.3 was a good indication of failure of the primary backbone bonds.
Note that this value does not in�uence the system trajectory, but is used as a book-keeping
tool to keep track of the number of bond failures in the system. Hydrogen bonds behave in a
similar manner, with interactions present until the hydrogen-bonded atoms are separated by
a distance greater than the force �eld cuto� distance. Hydrogen bond criteria often employ
potential energy or geometry-based conditions to determine whether a hydrogen bond exists
or not [46, 43, 8]. Here, a geometry-based criteria is used as diagrammed in Figure 4.2,
and a hydrogen bond is taken to exist if the bond length dhb < 3.5 Å and the bond angle
θhb < 120◦.
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Figure 4.2: Diagram of a hydrogen bond in PPTA, highlighting the bond length dhb and bond
angle θhb.

In Figure 4.1, the stress-strain curve undergoes a slight non-linearity after exceeding
about 0.6�0.7% strain, transitioning from a modulus Ezz of 320 GPa to 355 GPa. The slight
nonlinearity in stress-strain response can be attributed to the nonlinear change in molecular
bond length and other geometrical features of the crystal cell as discussed in Section 3.3.4.
After the initial increase in modulus, the modulus remains constant up until primary bonds
begin to break, at which point the stress begins to drop. In the strain-to-failure simulations
performed in this work, system failure is de�ned as the point at which the maximum stress
is attained, and the strain commensurate with this stress level is called the failure strain,
denoted εf . After the onset of failure, the stress response undergoes a �stair-step� pattern,
until it reaches a zero stress value, indicating complete failure of the system. By examining
the plot of bond breaks versus strain, it can be seen that the rises in stress in the post-failure
regime correspond to portions of the loading in which no primary backbone bonds rupture;
hydrogen bonds also appear to heal and re-engage during these periods. This phenomenon
can be better explained by examining Figure 4.3, which displays the same stress-strain plot
as Figure 4.1, but replaces the bond break plot with a plot of broken backbone bonds
organized by sheet. Here, a sheet refers to a collection of hydrogen-bonded chains that reside
in a common y�z plane of the crystal. There are two monomers per unit cell, so in the
4×4×8 unit cell system, there are a total of 8 sheets present in the simulation cell. Upon
examining Figure 4.3, it is clear that each of the three drops in stress in the post-failure
regime correspond to a group of sheets failing at roughly the same time: the �rst group of
failures consists of Sheets 2, 6, and 8, the second group of Sheets 3, 4, and 5, and the third
group of sheets 7 and 1. After all sheets have failed, the system stress drops to zero, and the
system can no longer support any load.

An important aspect of these simulations is the stochastic nature of the failure strain.
Figure 4.4 displays the stress-strain curves of �ve di�erent strain rate runs of the same 4×4×8
unit cell system. Each of the �ve runs is performed at a strain rate of 1.0 × 109 s−1, but
begins from a slightly di�erent equilibrium con�guration, representing a slight perturbation
in initial conditions. As Figure 4.4 shows, the failure strain for each run is di�erent, an



Chapter 4. Constant strain rate loading simulations of crystalline PPTA 35

0 0.03 0.06 0.09 0.12 0.15
0

1

2

3

4
x 10

4

S
tr

es
s 

(M
P

a)

0 0.03 0.06 0.09 0.12 0.15
0

5

10

Strain

N
br

ea
k

 

 
Sheet 1
Sheet 2
Sheet 3
Sheet 4
Sheet 5
Sheet 6
Sheet 7
Sheet 8

Figure 4.3: The stress-strain and bond break history plot from Figure 4.1 for the 4×4×8 unit cell
system is reproduced, but bond breaks are organized by hydrogen-bonded sheet. There is a clear
correlation between the drops in stress in the post-failure regime of the stress-strain curve and the
rupture of each individual sheet.

indication that the onset of failure is stochastic in nature.
With the fundamental stress-strain response of perfectly crystalline PPTA at a single

strain rate presented, it is now of interest to explore the e�ect that that changing the
strain rate has on the system response. Using the same 4×4×8 unit cell system from �ve
di�erent equilibrated states, simulations applying strain rates of 5.0× 109 s−1, 1.0× 109 s−1,
2.0 × 108 s−1, 4.0 × 107 s−1, and 8.0 × 106 s−1 are performed, a total of 25 independent
simulations. Figure 4.5 displays the results, from which several important observations are
made. First is that the behavior before the onset of failure is identical for each strain
rate: the behavior is nearly linearly elastic before failure, and the modulus of the system is
independent of the applied strain rate. However, the failure strain does depend on the strain
rate. The apparent trend is that an increase in strain rate leads to an increase in failure
strain, which is clearly demonstrated in Figure 4.7. The plot suggests that failure strain
increases roughly linearly with log strain rate.

The bond rupture behavior of the simulations is key to understanding failure of the
crystal. In addition to the introductory simulation results presented in Figure 4.1, Figure 4.6
presents the stress-strain and accompanying bond rupture behavior at slower strain rates of
2.0 × 108 s−1 and4.0 × 107 s−1. In all of these simulations, a substantial number of Type
2 bonds rupture before any other primary bonds, with all other primary bond ruptures
occurring well after the onset of failure in the crystal. Hydrogen bond breaks occur nearly
simultaneously with the Type 2 bond breaks, and are the result of newly broken chains being
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Figure 4.4: Simulation at strain rate ε̇ = 1.0 × 109 s−1 for �ve di�erent equilibrated starting
points of the 4×4×8 unit cell system. The di�erence in failure strain between runs highlights the
stochastic nature of the failure response.

able to slide past and separate from one another due to the rupture of the Type 2 bonds
along the chain backbone. From these results, it can be concluded that Type 2 bonds are
weakest of the primary bonds along the chain backbone, and therefore govern the failure of
the chains and subsequent failure of the crystal. It is interesting to note that the results of
Section 3.3.4 show that Type 2 bonds in the ReaxFF force �eld undergo hardly any stretch
with increasing crystal strain, and instead rotate in the direction of the �ber axis in order
to accommodate stretching within the polymer chains. Despite a tendency to rotate rather
than stretch as the crystal strain is increased, these bonds still represent the weakest link in
the PPTA chain backbone, and govern the failure behavior of the system.

At this point it is important to emphasize that these constant strain rate simulations
become prohibitively costly to perform at �slow� strain rates. This is particularly problem-
atic for ReaxFF, which is known to be much more expensive than standard classical MD
potentials, and which performed about 10 times slower (in terms of wall-clock time per sim-
ulation time step) than PCFF in the simulations performed in this work. This di�erence is
further exacerbated due to ReaxFF requiring a smaller time step of 0.25 fs (as opposed to
1.0 fs for PCFF) to maintain stable time integration. Constant strain rate simulations are
required to run for su�cient time to reach the relatively high strains at which system failure
occurs, and the number of time steps required to advance a simulation to a given strain is
inversely proportional to the applied strain rate. As a point of reference, performing a strain-
to-failure simulation on the 4×4×8 unit cell system (7,168 atoms) using 64 processors (peak
speed of each processor rated at 431 TFLOPS/sec) at a strain rate of 1.0× 109 s−1 requires
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Figure 4.5: Stress-strain curves for the 4×4×8 unit cell system at �ve di�erent strain rates. Five
di�erent equilibrated starting points are used for each rate.
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(a) ε̇ = 2.0× 108 s−1
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(b) ε̇ = 4.0× 107 s−1

Figure 4.6: Stress-strain response and bond break history for two di�erent strain rates of the
4×4×8 unit cell system.

a wall-clock time of about 16 hours. Hence, a simulation at a rate of 1.0 × 108 s−1 would
take 160 hours, and it becomes evident that simulating rates much lower than this becomes
prohibitively expensive. Simulating strain rates observed in typical engineering applications
of aramid �bers, such as ballistic impact events where strain rates are in the neighborhood
of 100�1,000 s−1 [26] is, therefore, wholly impractical.
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Figure 4.7: Failure strain versus strain rate for the 4×4×8 unit cell system.

After performing simulations at several di�erent strain rates, it became evident that the
response of the crystal is history-independent and reversible up until the moment the �rst
primary bond fails, as the system does not undergo any chemical or fundamental geometry
changes (e.g. inter-chain slippage) until this moment. Additionally, the only strain rate
dependent property of the system is the failure strain. Due to this very speci�c behavior,
it is possible to begin a strain rate simulation from a non-zero strain and obtain the same
system behavior as beginning from zero strain, as long as bonds do not rupture at the starting
strain during the process of loading at the desired rate. Leveraging this fact, all strain rate
simulations were performed by �rst pre-straining the system to a level of 7%, which was
deemed a su�ciently low strain such that bond ruptures would never be observed for the
strain rates simulated in this work. The system was equilibrated at this starting point, and
then the desired strain rate was applied to compute the constant strain rate response. Using
this method, it was possible to perform a strain-to-failure simulation of a 4×4×8 unit cell
system with about 160 hours of wall-clock simulation time.

In addition to strain rate, it was observed that the size of the simulation cell was another
factor which in�uenced the failure strain. By way of example, a large system of 8×8×64 unit
cells is strained using strain rates of 5.0×109 s−1 and 1.0×109 s−1. The results are plotted in
Figure 4.8 together with simulations at the same rate but using the 4×4×8 unit cell system.
In each case, the larger system fails earlier than the smaller system. This size e�ect can be
rationalized by considering that the onset of failure is essentially the onset of a �aw in the
material, in this case, the rupture of a primary bond in the system. When modeling a larger
system, there is a greater number of uniquely-represented bonds that may fail, and as such,
the larger system will on average fail more quickly than a corresponding smaller system with
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Figure 4.8: Stress-strain curves for the 4×4×8 and 8×8×64 unit cell systems, highlighting the
lower failure strain for larger systems.

fewer potential sites for failure. Such a size e�ect is seen in many engineering materials,
where a larger sample of material increases the probability of the existence of some critical
�aw or defect, and as such, a larger sample of material is likely to exhibit decreased strength
compared to a smaller sample of the same material.

Finally, another important aspect to consider is the in�uence of temperature on the
mechanical behavior. So far, all simulations have been performed at a temperature of 300 K.
In Figure 4.9, the stress-strain curves of simulations performed at a strain rate of 1.0 ×
109 s−1 and temperatures of 300 K, 400 K, and 500K are presented. In each case, the
stress response is nearly linearly elastic up until failure, with the failure strain decreasing
substantially with an increase in temperature. The modulus of the material also decreases
with an increase in temperature, taking values of 320, 309, and 293 GPa (at strains below
1%) at temperatures of 300 K, 400 K, and 500 K, respectively. The same set of strain rate
simulations as depicted in Figure 4.5 (with the exception of ε̇ = 8.0×106 s−1, due to its high
computational cost) was performed at temperatures of 400 K and 500 K, and Figure 4.10
shows that the roughly linear relationship between failure strain and log strain rate holds
across all temperatures examined. The �gure also highlights the decrease in failure strain
with an increase in temperature. As in the case of constant strain rate loading at 300 K,
the mechanical response is nearly linearly elastic up to failure, and the strain rate does not
in�uence the sti�ness response for any temperature studied here.

4.1.1 Discussion of simulation results

The simulations conducted so far have shown that system failure is governed by the failure
of individual Type 2 primary bonds along the backbone of PPTA chains in the crystal,
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Figure 4.9: Stress-strain curves for the 4×4×8 perfect crystal model at a strain rate of ε̇ =
1.0× 109 s−1 and temperatures of 300 K, 400 K, and 500 K.

and that the system failure strain has a strong dependence on strain rate, temperature,
and system size. Speci�cally, it is observed that failure strain increases with increasing
strain rate, decreases with increasing temperature, and decreases with increasing system
size. These observations are remarkably consistent with the fundamental tenets of the the
kinetic theory of fracture [75], which examines material failure by thermally activated bond
ruptures accumulated over time. The theory has been shown to be applicable to predicting
creep lifetimes of a variety of metallic and polymeric solids [82, 33]. According to the
theory, thermal �uctuations in atomic bond oscillations act as instigators of fracture events
� as bonds oscillate about their mean value at a �nite temperature, each oscillation is an
opportunity for the bond to rupture, and the probability of rupture is determined by the
temperature and loading conditions of the solid. The relationship found experimentally by
Zhurkhov et al. [82] is

tf = t0 exp

[
U0 − γσ
kbT

]
, (4.1)

where tf is the mean time to failure of a sample of material, σ is the stress on the sample, T
is the temperature, kb is the Boltzmann constant, and t0, U0, and γ are material constants.
The material constants are typically given physical interpretations as follows: t0 represents
the period of oscillation of atomic bonds in the system, U0 represents the activation energy
required for fracture, and γ is a material-dependent parameter which is adjusted to �t data



Chapter 4. Constant strain rate loading simulations of crystalline PPTA 41

10
6

10
7

10
8

10
9

10
10

0.06

0.07

0.08

0.09

0.1

0.11

0.12

Strain rate (s−1)

F
ai

lu
re

 s
tr

ai
n

 

 
T = 300 K
T = 400 K
T = 500 K

Figure 4.10: Failure strain versus strain rate for the 4×4×8 perfect crystal model at temperatures
of 300 K, 400 K, and 500 K.

for a particular sample. The equation can also be inverted and expressed as [83]

λ = ω0 exp

[
−U0 + γσ

kbT

]
, (4.2)

where λ =
1

tf
is the rate of failure of chemical bonds in the solid, and ω0 represents their

frequency of oscillation. It should be noted that equations (4.1) and (4.2) are often applied
to experimental data for a solid (e.g. mean time to failure of a stressed sample), in which
case the activation energy U0 is that of the entire solid. However, tf , λ, and U0 can also apply
to the individual bonds themselves. From equation (4.2), it can be seen that increasing the
stress on the system lowers the e�ective activation energy, leading to a higher failure rate.
Similarly, increasing the temperature of the system also leads to an increase in failure rate.
An increase in temperature can be attributed as an increase in the magnitude of the thermal
�uctuations of atomic bonds, and hence leads to an increase in the probability of a bond
rupture occurring per oscillation.

As originally developed, the kinetic theory of fracture pertains to materials under constant
load which fail via creep. However, it can also be extended to materials under time-dependent
loading. Hansen and Baker-Jarvis [28] developed a rate-dependent kinetic theory of fracture
based on sub-microcrack formation, and were able to derive the following expression for the
failure stress under constant stress rate loading:

σf =
kbT

γ

[
ln σ̇ + ln

(
t0γ

kbT

)
+

U0

kbT

]
. (4.3)
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For the special case where the behavior is linearly elastic until failure, which closely ap-
proximates the behavior of PPTA crystals studied in this work, the stress can be written as
σ = Eε. If the rate of loading is constant, then ε = ε̇t, σ̇ = Eε̇, and equation (4.3) can be
written as

εf =
1

E

kbT

γ

[
ln ε̇+ ln

(
t0γE

kbT

)
+

U0

kbT

]
. (4.4)

Based on equation (4.4), if temperature is �xed, then for a given material, the failure strain
εf can be thought of as a function of strain rate, such that

εf = A ln ε̇+B , (4.5)

that is, the failure strain has a linear relation with log-strain rate, where the constants A and
B would change with temperature or material properties. This is essentially the relationship
found in the MD simulations performed here, as exhibited by Figure 4.10. It is noted that
care should be taken in relating these theoretical results to the MD simulation data, since the
derivation of equation (4.3) involves assumptions regarding continuum-level material failure
via crack development, while the MD results pertain to failure strain (as de�ned by peak
stress) in a polymer crystal. However, the relationship does o�er further evidence that the
failure mechanism in the MD simulation of PPTA crystals is governed by thermally activated
bond failures, as postulated in the kinetic theory of fracture.

4.2 The in�uence of structural defects on the

mechanical response of PPTA crystals

As discussed in Chapter 2, it is well known that the microstructure of PPTA �bers like
Kevlar and Twaron exhibit a number of structural defects. Grujicic et al. [20, 21, 22, 24, 23,
25] performed an extensive MD study on the in�uence of defects of varying complexity on the
mechanical properties of PPTA. For the sake of simplicity, the only type of defects considered
in this study are chain-end defects in otherwise perfectly crystalline PPTA. This, of course,
is a much more realistic model than the in�nite-chain models considered thus far. While
chain-end defects are relatively simple in nature compared to the types of defects considered
in the work of Grujicic et al., they are one of the most fundamental and prominent types
of defects present in true PPTA �bers. As discussed in 2, chain-end defects are believed
to be randomly distributed in the �ber skin, but clustered in periodic defect bands within
the �ber core. In this work, MD models are created which attempt to mimic these types
of defect patterns, with the goal of using MD simulations to predict and understand the
resulting mechanical behavior of the defective PPTA crystal. In all models considered here,
chain-ends are introduced into a perfectly crystalline system by eliminating the backbone
bonds linking two aromatic rings together (the �link� as diagrammed in Figure 3.3), and
capping the aromatic rings with hydrogen atoms, as demonstrated in Figure 4.11.
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Figure 4.11: A chain-end defect is introduced by removing the bonds linking two aromatic rings,
and capping the rings with hydrogen atoms.

4.2.1 The zone of in�uence of chain-end defects

In order to better understand how defects a�ect the behavior of PPTA crystals a as a
whole, a study is conducted to understand how defects a�ect the local behavior of the nearby
chains. It is expected that a single defect will cause some load transfer from the broken chain
to adjacent surrounding chains, resulting in stress relaxation in the broken chain and stress
concentration in adjacent chains near the defect site. The geometric region in which chains
will deviate from nominal behavior will be of �nite size, and the volume covered by this
region will be referred to as the �zone of in�uence� of a single defect. The goal of the study is
to determine the size of this zone of in�uence, and how it a�ects the behavior of neighboring
chains.

To perform the study, a model of 4×8×32 unit cells is used. (The reason for choosing
this system size will become evident as the results of the study are presented). A single chain
break is introduced into the center of this system, while all other chains remain intact, and
of e�ective in�nite length due to the use of periodic boundary conditions. To observe the
zone of in�uence, a strain εzz is applied to the system, and while the system is held �xed
at this constant strain, an NPT barostat is used to maintain zero pressure on the lateral
sides of the simulation cell, and a constant temperature of 300 K. Under these conditions,
the geometric con�guration is averaged in time, and the resulting time-averaged structural
features are analyzed.

The structural feature that is chosen as the indicator of local chain deformation is the
�link� portion of the chains in the system, with a link referring to the linkage of Bonds 2, 3,
and 5 in between aromatic rings, as diagrammed in Figure 3.3. As shown in Figure 3.8, this
quantity changes roughly linearly with an increase in monomer strain, and any deviations
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from the relationship in Figure 3.8 are indicative of local stress concentrations or relaxations
along the chain backbone. In order to determine if these deviations change with the amount
of applied strain, this study is performed on systems strained to 2%, 4%, and 6%, and both
the PCFF and ReaxFF force �elds are examined to see how they behave relative to one
another.

Through a trial-and-error procedure, it was determined that the zone of in�uence of a
single defect is constrained to no more than ±8 monomers away from the defect along the
broken chain, and the in-sheet chains directly adjacent to the broken chain. Chains within
adjacent sheets are completely una�ected by the defect. These observations led to a choice
of a 4×8×32 unit cell system to perform the full suite of simulations. The 8 and 32 cells in
the y and z directions, respectively, ensure that there are una�ected links within the system,
outside of the zone of in�uence of the defect. The 4 unit cells used for the x direction
ensures a simulation box length Lx > 2rc = 20 Å, where rc is the cuto� interaction length
for non-bonded interactions, as discussed in Section 3.2.

The results of the study for both the PCFF and ReaxFF force �elds are summarized
in Figure 4.12. It was found that only the broken chain and two nearest adjacent chains
were a�ected by the chain-end defect, with all other links in the system remaining at the
nominal strain � as such, only the response of the three chains in�uenced by the defect are
displayed in Figure 4.12. Both the PCFF and ReaxFF force �elds predict very similar chain
behavior. The broken chain experiences a region of relaxation along the chain, roughly ±8
monomers away from the defect site in both PCFF and ReaxFF, after which the link strain
returns to the nominal strain. In the adjacent chains, there is an increase in the link strain
near the defect, with the strained region spanning approximately ±4 monomers for both
force �elds. The response of the two adjacent chains di�er from one another in each force
�eld. This asymmetry can be explained by observing the details of the geometry as depicted
in Figure 4.11. In the chain above the defect, the oxygen atom extending from the link is
the atom closest to the defect, whereas in the chain below the defect, the hydrogen atom
extending from the link is nearest the defect. Hence, there is a geometrical asymmetry that
is responsible for the di�erence in the response in the two adjacent chains.

In addition the the change in link strain, the change in hydrogen bond stretch near
the defect site is also examined, and the results are displayed in Figure 4.13. For the
case of hydrogen bonds, it was found that only hydrogen bonds attached to the broken
chain experienced detectable deviations from the nominal hydrogen bond stretch in the
crystal. There are therefore two rows of bonds whose response is displayed, which are bonds
between the broken chain and the chains located ±1 y-monomer adjacent to the broken
chain. The hydrogen bonds take on additional stretch in a region about ±8 monomers along
the length of the chain, which is commensurate with the size of the relaxed region of the
broken chain. It is also observed that the hydrogen bonds increase their stretch relative
to the other hydrogen bonds in the system as the crystal strain increases. The change in
length of the hydrogen bonds near the defect can be explained by examining Figure 4.14,
which displays the molecular con�guration near the defect site at 2%, 4%, and 6% crystal
strain. From the �gure, it can be observed that the hydrogen bonds near the broken chain
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Figure 4.12: Response of links in PPTA chains for a system containing a single chain-end defect
at monomer position 0
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Figure 4.13: Response of hydrogen bonds in PPTA chains for a system containing a single chain-
end defect located at monomer position 0.

undergo slip which becomes exacerbated as the crystal strain is increased. This is due to the
relaxation of the chain links in this region, and subsequent shortening of the chain. Since
the size of the region of stretched hydrogen bonds coincides with the size of the region of
relaxed link strain along the broken chain, it is clear that the relaxing of the links is the
cause of the increased hydrogen bond stretch in this region.
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(a) 2% crystal strain

(b) 4% crystal strain

(c) 6% crystal strain

Figure 4.14: Visualization of the molecular deformation near the site of the chain-end defect. Note
the increased stretch in hydrogen bonds near the defect, which occurs due to relaxation (shortening)
of the broken chain relative to the adjacent chains.

To assess the e�ect of multiple interacting defects in the crystal, the same procedure
is repeated but with two chain-end defects introduced into the center chain. The defects
are introduced at the −4 and +4 monomer positions in a single hydrogen-bonded sheet,
segmenting the broken chain into two chains of 8 and 24 monomers in length. The portion of
the broken chains and two adjacent chains lying between monomer position −4 and +4 are
therefore within the zone of in�uence of both of the defects in the system. The resulting chain
behavior is plotted in in Figure 4.15. As with the case of the single chain-end defect displayed
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Figure 4.15: Response of links in PPTA chains for a system two chain-end defects at monomer
position +4 and −4.

in Figure 4.12, the only chains whose behavior is a�ected by the defect are the broken chain
and the two in-sheet chains immediately adjacent to the broken chain. Between the −4 and
+4 monomer positions, links in the short broken chain do not have an opportunity to return
to the nominal link strain. Outside the ±4 monomer range, a return to nominal link strain
can be seen to occur at about the ±12 monomer positions, indicating that the size of the
relaxed region along the larger broken chain is within 8 monomers of the two defects, which
is consistent with the size of the relaxed region observed in Figure 4.12. In the adjacent
chains, the increase in link strain closely follows the behavior observed for the single chain-
end case in Figure 4.12. Therefore, the presence of two interacting defects does not seem
to exacerbate the stretch or relaxation of the links in nearby chains. The hydrogen bond
behavior is also essentially identical to that displayed in Figure 4.13 � the only hydrogen
bonds that undergo any change in length compared to the nominal hydrogen bond length
in the crystal are those near the chain-end defect and along the broken chain, in the regions
where the broken chain is relaxed.

Two more extreme cases of interacting defects are also presented. The �rst is that of three
missing linkages in a row, creating a larger gap between chain-ends along the broken chain,
as displayed in Figure 4.16. Figure 4.17 presents the results for this case for both the PCFF
and ReaxFF force �elds. It is observed that there is not a substantial di�erence in behavior
between this case and the case of a single missing link (Figure 4.12) � the zone of in�uence
of the defect is approximately the same, and the extent of the chain relaxation/stretching
compared to the single missing link case is also approximately the same. Once again, the
a�ected chains are constrained to the broken chain and two immediately adjacent chains
in the same hydrogen-bonded sheet. The hydrogen bond response is essentially identical to
that displayed in Figure 4.13.
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Figure 4.16: Visualization of introducing three chain-end defects in a row, a total of three elimi-
nated links along the center chain backbone.
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Figure 4.17: Response of links in PPTA chains for a system with three missing linkages in a row,
as illustrated in Figure 4.16.

The second case is that of a �crack�, where three chain-ends are introduced at the same
location in three consecutive adjacent chains, as illustrated in Figure 4.19a. The chain
behavior is presented in Figure 4.18, and here it is seen that the chain behavior deviates
substantially from the previous cases, particularly for crystal strains of 4% and higher. The
stark di�erence in behavior occurs due to hydrogen bond breakage and subsequent chain
slippage that occurs for chains near the crack tip, which is visualized in Figure 4.19b. The
extent of the slippage is much less severe at lower strains, so the zone of in�uence is restricted
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Figure 4.18: Response of links in PPTA chains for a system with a small crack, as illustrated in
Figure 4.19a.

to a smaller length of the broken chain for these cases. At all strain levels, the zone of
in�uence extends to the two nearest adjacent monomers, rather than just the single nearest
adjacent monomer as observed in the previous cases. Hence, defects have a much stronger
in�uence on the behavior of neighboring chains when they are closely grouped between
adjacent lateral chains than when they are stacked together on a single chain.

4.2.2 In�uence of defects on strain rate loading response

With the local e�ects of individual defects now understood, attention is turned to the
mechanical response of PPTA crystals consisting of �nite-length chains, which are created by
introducing various patterns of chain-end defects into an initially perfectly crystalline model
of PPTA. Unless otherwise noted, chain-ends are introduced by creating a perfect crystal
consisting of nx, ny, and nz unit cells in the x, y, and z directions, respectively. Then,
one chain-end defect is introduced into each chain in the system. With the application
of periodic boundary conditions, this yields a system of chains of identical length. For
example, a system with nz = 8, with one eliminated link per chain, is a system where all
chains are approximately 8 full PPTA monomers in length. The locations of the chain-ends
are controlled to follow particular patterns in each model studied, in order to understand
how di�erent distributions of chain-end locations in�uences the mechanical response of the
crystal.

To begin, a system of 8×8×64 unit cells, consisting of chains 64 monomers in length, is
considered. Three variants of this system are studied. Variant I has its chain-ends distributed
randomly throughout the simulation cell. In Variant II, all of the chain-ends are clustered
in a region ±10 monomers about a plane bisecting the center of the simulation cell, whose
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(a)

(b)

Figure 4.19: Visualization of the introduction of three defects at the same location in three
adjacent chains, mimicking a crack. Figure (a) shows the crack at equilibrium (0% strain), and
Figure (b) highlights the hydrogen bond failure that occurs for chains near the crack tip when the
crystal is stretched to 6% strain.

normal vector is parallel to the z-axis. Variant III is similar to Variant II, but the clustering is
constrained to an even smaller region of ±4 monomers about the bisecting plane. Figure 4.20
o�ers a schematic diagram of the chain-end locations for each variant. These distribution
patterns are chosen to represent the di�erent descriptions of chain-end distributions observed
experimentally per the discussions in Chapter 2. Variant I is representative of the skin region
of �bers, where chain-ends are thought to be distributed randomly, and Variants II and III
are more representative of the �ber core, where chain ends are thought to be concentrated
in periodic defect planes. For the purpose of comparison, the response of each system is
simulated using both the ReaxFF and PCFF potentials. Unlike in the case of perfect crystals,
PCFF is capable of modeling failure in these models, since it is possible for the system to
fail via chain-sliding and secondary bond rupture when the chains are not of in�nite length.
However, it should be noted that the PCFF response is not representative of true PPTA
crystal behavior for the cases where ReaxFF predicts primary bond ruptures (in addition to



Chapter 4. Constant strain rate loading simulations of crystalline PPTA 51

(a) Variant I: chain-ends distributed randomly.

(b) Variant II: chain-ends lie within ±10 monomers of the
center plane.

(c) Variant III: chain-ends lie within ±4 monomers of the
center plane.

Figure 4.20: Diagram of the chain-end locations for each of Variants I, II, and III (not to scale).
Each diagram shows representative single sheet of 8 chains. The simulation cell for each variant
consists of 8×8×64 unit cells.

secondary bond ruptures) as part of the failure process.
Figure 4.21 shows the stress-train response of Variants I, II, and III, as well as that of the

perfectly crystalline response for ReaxFF at a strain rates of 5.0× 109 s−1 and 1.0× 109 s−1.
From these plots, it is clear that the biggest di�erence between the responses of the di�erent
variants is the failure strain of the system. Among the variants including defects, Variant I
is the strongest, and Variant III is the weakest. This is reasonable, since while each system
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Figure 4.21: Stress-strain response of Variants I, II, and III, as well as perfectly crystalline PPTA
(8×8×64 unit cells), using ReaxFF.

has chains of the same length, the chain ends in Variant I are scattered randomly throughout
the system, while those in Variant III are grouped the closest together. Hence, Variant III
exhibits a weak region with a high concentration of structural defects, and failure of the
system becomes governed by the failure of this weak region. As in the case of perfectly
crystalline PPTA, the failure strain of these systems increases with increasing strain rate,
and the modulus of each system is not a�ected by the strain rate. Variants I, II, and III
each have an elastic modulus of 306 GPa, a slight decrease relative to the 320 GPa modulus
of the perfectly crystalline system; this is a direct result of the introduction of structural
defects into the system.

Figures 4.22�4.24 show the stress-strain curves and primary and hydrogen bond break
history for Variants I, II, and III at a strain rate of 1.0 × 109 s−1, for both PCFF and
ReaxFF. In the ReaxFF model, Variants I and II experience some initial hydrogen bond
ruptures before the onset of primary bond ruptures. Variant III features hydrogen bond
ruptures almost exclusively, with the sole primary bond rupture coming well after failure
of the system. The number of primary bond ruptures is highest in Variant I, followed by
Variant II and then Variant III, indicating that primary bonds are more likely to rupture
when the chain-end defects are spread out further apart. The in�uence of defects on local
chain behavior as studied in Section 4.2.1 can assist in explaining this behavior. Variant III
has a defect band width of 8 (±4) monomers, which means the links within the defect band
are all in�uenced by the presence of the defects. In particular, they all undergo relaxation
relative to the other links outside the defect band, and the Type 2 primary bonds within
these relaxed links are therefore less likely to fail. In contrast, the hydrogen bonds in this
defect band undergo additional stretching, making them more susceptible to failure. The
result is hydrogen bond-dominated failure of this system. In Variant II, defects are clustered
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(b) ReaxFF with ε̇ = 1.0× 109 s−1

Figure 4.22: Stress-strain and bond break histories for Variant I obtained from the PCFF and
ReaxFF force �elds.

far enough apart that some links in the defect band retain their full level of stretch, which
leads to primary bond failure. The clustering of the defects leads to a weak plane and system
failure occurs earlier than in Variant I. In Variant I, the defects are spread far apart, and
failure must occur primarily through primary bond rupture rather than chain sliding and
secondary bond rupture. Spreading out the defects in this system leads to a larger failure
strain than in Variants II and III. Since Variants I and II experience signi�cant primary bond
failures, the PCFF response for these systems is likely not representative of true crystalline
PPTA behavior. However, PCFF is capable of capturing the response of Variant III, where
primary bond rupture does not play a signi�cant role in the failure process.

Variants I�III represent systems of long polymer chains, and by way of completeness, the
other extreme is now considered by introducing Variant IV, which is a system of 4×4×8
unit cells consisting of one break per chain with chain-ends randomly distributed. With
this smaller system, comprised of 7,104 atoms compared to the 229,120 atoms comprising
Variants I�III, studying the stress-strain response for lower strain rates is more tractable due
to the decreased computational expense. The stress-strain curves and bond break histories
at a strain rate of 1.0× 109 s−1 using both the PCFF and ReaxFF force �elds are plotted in
Figure 4.25. The ReaxFF response does not exhibit any primary bond ruptures, and failure
of the system is by hydrogen bond rupture only. This renders PCFF perfectly capable
of capturing the failure response as well. However, Figure 4.25 highlights some notable
di�erences in the response between the PCFF and ReaxFF models, which is indicative of
the di�erent parameterizations of the hydrogen bond terms in each force �eld. The PCFF
response appears to show a healing of hydrogen bonds post failure, after about 6% strain,
whereas the hydrogen bonds in ReaxFF do not heal. PCFF also predicts a failure strain of
about 3%, while ReaxFF predicts a failure strain just over 4%.
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Figure 4.23: Stress-strain and bond break histories for Variant II obtained from the PCFF and
ReaxFF force �elds.
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Figure 4.24: Stress-strain and bond break histories for Variant III obtained from the PCFF and
ReaxFF force �elds.

As with the case of perfectly crystalline PPTA, the in�uence of strain rate on the response
of Variant IV is studied by running strain-to-failure simulations at strain rates of 5.0×109 s−1,
1.0× 109 s−1, 2.0× 108 s−1, and 4.0× 107 s−1 in both PCFF and ReaxFF. Five equilibrated
starting points are chosen for each rate in order to capture to stochastic nature of the failure
strain. Figures 4.26 and 4.27 plot one stress-strain curve per strain rate studied for PCFF and
ReaxFF, and consistent with all results obtained so far, the stress response is approximately
linear until failure, and the initial modulus Ezz is unchanged by the strain rate. The modulus
of the PCFF and ReaxFF systems is equal to 172 GPa and 173 GPa, respectively, with
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Figure 4.25: Stress-strain and bond break histories for Variant IV obtained from the PCFF and
ReaxFF force �elds. The ReaxFF model does not predict any primary bond breakages in this case.
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Figure 4.26: PCFF stress-strain response for Variant IV.

the signi�cant decrease relative to the perfectly crystalline modulus attributed to the high
concentration of chain-end defects in the system. The relationship between failure strain
and strain rate for both force �elds is plotted in Figure 4.28, and once again, a nearly linear
relationship between failure strain and log strain rate is obtained for this regime of strain
rates. This suggests that failure by hydrogen bond rupture is also governed by thermally
activated failure events, just as in the case of primary bond rupture.

Experimental evidence suggests that in true PPTA �bers, the crack that develops through
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Figure 4.27: ReaxFF stress-strain response for Variant IV.
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Figure 4.28: Failure strain versus strain rate for both PCFF and ReaxFF models of Variant IV.

the cross section of a �ber during failure travels along the hydrogen bond interface between
adjacent PPTA chains, rather than rupturing primary bonds along the chain backbone.
Figure 4.29 provides a schematic of this hypothesized crack path. In the MD simulations
performed here of Variants I�IV, both primary bond and hydrogen bond rupture were ob-
served, depending on the chain-end defect concentration and the length of the chains. The
MD results suggest that when chains are long and defects are not locally concentrated in
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Dawelbeit et al.1188 Materials Research

has been often used to support the hypothetical fracture 
model (crack propagation path)1. Figure 25 shows the crack 
propagation path (fracture model).

Morgan et al.52 explained the result of the deformation 
and failure of Kevlar 49, they stated that the skin will 
exhibit a more continuous structural integrity in the fiber 
direction than the core, and the core will fail more readily by 
transverse crack propagation as a result of chain-end model.

3.2.7. Defect bands
The structure of chain extension – in defected layers 

– in PPTA fibers have a fibrillar morphology in which the 
individual fibrils having a high proportion of extended 
chains passing through periodic defected layers. These 
extended chains distinguish PPTA fibers from conventional 
ones. In conventional fibers the defect spacing (referred to 
as long period) is longer than the correlation length (referred 
to as crystal size). In PPTA fibers, in contrast, the defect 
spacing (about 35 nm) is smaller than the correlation length, 
which is over 80 nm.

The value 35 nm of the defect spacing in the banding 
of the PPTA fibers is observed by Panar et al.40 by using 

Figure 23. Chain-end distribution in the PPTA fiber skin (- - -) and 
core (ــــــ) along the fiber axis52.

Figure 24. The model of PPTA fiber, by Northolt and Sikkema55.

Figure 25. Crack propagation path of PPTA fibers52.

Figure 26. Schematic of defect band structure, by Panar et al.35,40.

Figure 4.29: The crack propagation path suggested by Morgan et al. [48], showing rupture of
hydrogen bonds between adjacent PPTA chains in the �ber.

defect planes, as in Variant I, primary bond rupture plays a major role in the failure process.
As the defect concentration becomes either high (Variant IV) or locally concentrated (Vari-
ants II and III), hydrogen bond ruptures become more prominent. This suggests that the
core of a PPTA �ber containing chain-end defect planes likely may fail through a combina-
tion of primary and hydrogen bond ruptures, whereas the skin of the �ber (where chain-ends
are randomly distributed) is more likely to fail via primary bond rupture.

4.2.3 In�uence of defects on axial sti�ness

The in�uence of defect concentration and distribution on the modulus of the system is the
�nal topic considered here. It has already been discussed that the observed modulus of each
of Variants I, II, and III is 306 GPa in ReaxFF. The modulus for the PCFF model of each
of those variants is 275 GPa, indicating that the modulus of each variant in either force �eld
is independent of the defect location once the number of defects and chain length are �xed.
The drop to a modulus of 173 GPa in ReaxFF and 172 GPa in PCFF for Variant IV suggests
that the global chain-end concentration and/or the length of the PPTA chains has a strong
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Figure 4.30: Modulus versus nz for both PCFF and ReaxFF.

e�ect on the modulus. In an attempt to quantify the in�uence of defect concentration and
chain length on modulus, a number of di�erent models with varying defect concentrations
and chain lengths are now studied.

Since the strain rate simulations of Variants I�III showed no change in modulus with
defect location, the set of models used to study the in�uence of defect concentration on
modulus follow that of Variant I or IV: starting from a perfect crystal cell nz monomers in
length, a single defect is introduced at a random location in each chain of the cell, e�ectively
creating a model of chains nz monomers in length with the chain-end locations distributed
randomly. Chain lengths of nz = 4, 6, 8, 12, 16, 24, 32, 48, 64, 96, and 128 were tested,
and the resulting modulus values are plotted in Figure 4.30. The �gure shows increasing
the chain length has a very strong e�ect on the increase in modulus initially, but this e�ect
plateaus once a chain length of about 64 monomers is reached.

In order to better understand how the modulus depends on chain length, an analysis
was conducted to determine what parts of the crystal are responsible for bearing the load
in the cell. This was done through a post-processing technique whereby select modi�cations
were made to the interatomic potential, and the original molecular dynamics trajectory
from the simulations measuring elastic moduli is read while applying the modi�ed force
�eld. In particular, one analysis re-processed the original trajectory with all primary bond
interactions turned o�, such that only pairwise interactions contributed to atomic forces.
A second analysis re-processed the trajectory with the O�H interaction omitted, essentially
eliminating hydrogen bonds from contributing to the stress. In this setup, the �rst analysis
reports a stress which neglects contributions from the load carried by the molecular chain
backbone of primary bonds, and the second analysis reports the stress neglecting the load



Chapter 4. Constant strain rate loading simulations of crystalline PPTA 59

carried by the secondary bonds.
Remarkably, the analysis showed that the modulus for the case of omitting secondary

bond interactions was nearly unchanged compared to the true modulus, while the modulus
was computed to be nearly zero when primary backbone bond contributions were omitted.
These results were observed for both the PCFF and ReaxFF potentials. This o�ers strong
evidence that the load in the crystal is borne almost entirely by the PPTA chain backbones,
rather than by the surrounding secondary bonds. The surrounding bonds serve to keep the
chains bound together in the lateral direction, essentially allowing the chains to act as a
collection of parallel springs which determine the sti�ness of the crystal.

The zone of in�uence results show that a broken chain experiences a region of relaxation
near the defect site, while adjacent chains undergo additional stretching due to load transfer.
In all cases, the extent of relaxation appears more severe than the extent of stretching in
adjacent chains, and if the chains bear all of the load in the crystal, then this relaxation
explains the drop in modulus with the introduction of higher concentrations of chain-ends.
A simple model is now proposed to explain this. Consider a crystal containing chains of
nz monomers in length. If the chains are long enough such that the end-to-end distance is
greater than the zone of in�uence of a chain-end defect, then there is a part of the chain
which returns to its nominal strained state under an axial load. Let L1 be the length of
the chain that is at nominal sti�ness, and L2 be the length of the chain that is at some
lower value of sti�ness. L2 consists of any regions not at the nominal strain, which includes
relaxed regions near the defects, and strained regions which occur due to proximity to defects
in neighboring chains. Each region has an associated spring constant k1 and k2, and the total
length of the chain is Lc = cnz, where c is the length of a single monomer in the crystal.
The e�ective sti�ness kc of this series of two chains is given by

kc =
1

1

k1

+
1

k2

=
k1k2

k1 + k2

. (4.6)

Assuming each chain covers the same cross-sectional area, an e�ective Young's modulus can
be computed as

E

Lc
=

E1E2

L1L2

E1

L1

+
E2

L2

. (4.7)

The ratio of chain sti�ness to the sti�ness in a perfect crystal can then be expressed as
E

E1

=
LcE2

L2E1 + L1E2

. (4.8)

Using volume fractions fi =
Li
Lc

, equation (4.8) can be rewritten as

E

E1

=
1

f1 + f2
E1

E2

. (4.9)
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Using the fact that volume fractions sum to 1 and f2 =
L2

Lc
, equation (4.9) is rewritten as

E

E1

=
1

1 +
1

Lc

[
L2

(
E1

E2

− 1

)] . (4.10)

The ratio of the perfect crystal modulus E1 to the modulus of the region weakened region
E2 is a constant, as is the length L2, which represents the size of the zone of in�uence of the
defects in the system. Operating under these assumptions, the ratio of crystal modulus to
perfect crystal modulus can be expressed as

E

E1

=
1

1 +
a

Lc

, (4.11)

where a is a constant. To test whether the model is suitable, a least-squares �t is performed
on the PCFF and ReaxFF modulus versus chain length data to determine a suitable value for
the constant a. The model assumes that chain-ends are placed far enough from one another
such that there is no interaction between defects, and for this reason, the model is �t only to
modulus data for systems containing chains of 16 monomers in length or longer, such that
defects are likely to be spaced far apart from one another. The resulting �ts are displayed in
Figure 4.31, and suggest that the model is indeed capable of capturing the modulus behavior
of the chains by considering the volume fraction of chain relaxation that occurs due to the
presence of chain-end defects.

The analysis performed here shows that the PPTA chains themselves, rather than adja-
cent hydrogen bonds, bear nearly all of the load when PPTA crystals loaded along the �ber
axis. As a result, the modulus depends on the sti�ness and load bearing capacity of these
chains, and the model proposed by equation (4.11) describes this behavior adequately by
considering chains as a series connection of perfect and reduced load-bearing capacity chains.
The data shows that the crystal sti�ness plateaus once chains are about 64 monomers in
length. Aramid �bers typically contain chains of about 150 monomers in length, which es-
sentially achieves the maximum sti�ness possible. The simulation results therefore suggest
that aramid �ber sti�ness gains are best pursued through methods other than lengthening
the polymer chains, for example, by improving the chain alignment with the �ber axis.
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Figure 4.31: Normalized crystal modulus versus inverse of chain length for both PCFF and
ReaxFF. The dotted lines represent a best �t of the parameter a of equation (4.11) to the data.
Reasonable agreement is obtained.
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Chapter 5

Analysis of failure in PPTA crystals

In Chapter 4, it was observed that the failure of crystalline PPTA is governed by the
failure of individual primary and secondary bonds within the crystal, and that the failure
strain of PPTA crystallites depends on the applied strain rate and temperature. In this
chapter, the mechanisms of crystallite failure are studied in further detail, with particular
focus on how individual bonds contribute to the failure process. Both primary and secondary
bond failure is addressed, including how bond failure is in�uenced by the presence of defects
in the crystal. Based on the observations made with respect to bond failure behavior, a
model based on reliability theory is proposed which models bonds as having time-dependent
failure rates which depend on the rate of loading and crystallite temperature. This model
can be used to consider the failure of bonds at slow strain rates and large crystals that are
prohibitively costly to simulate using standard molecular dynamics methods.

5.1 Reliability theory

Reliability theory is often used to predict the lifetime of engineering systems or compo-
nents based on the observed distribution of lifetimes of tested components. It can be used
to assess the likelihood of failure at a particular point in time, given a system whose proba-
bility of failure may change over time. The following is a summary of the important results
of the theory as presented in [32]. Reliability theory will be used in this work in the context
of modeling the failure of primary and secondary bonds in crystalline PPTA as stochastic
processes with a failure rate that depends on the loading conditions in the crystal.

It is assumed that the time to failure T of the component of interest is a continuous
random variable with probability density function (PDF) f(t). The lifetime of the component
begins at t = 0, and the cumulative distribution function (CDF) F (t) for T is

F (t) = Pr(T ≤ t) =

∫ t

0

f(t′) dt′ , (5.1)

which gives the probability Pr (T ≤ t) that failure occurs before time t. Often, it is of
interest to compute the probability that the component of interest survives until time t (or
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equivalently, that failure occurs after time t), which is given by the survival function

S(t) = Pr(T ≥ t) = 1− F (t) =

∫ ∞
t

f(t′) dt′ . (5.2)

The distribution of failure times T may also be characterized by the hazard function
(also known as the failure rate function), which is the instantaneous rate of occurrence of
the failure event, conditional on failure not having occurred before time t. The hazard rate
function is de�ned by

λ(t) = lim
dt→0

Pr(t ≤ T < t+ dt |T ≥ t)

dt

=
1

S(t)
lim
dt→0

F (t+ dt)− F (t)

dt

=
F ′(t)

S(t)

=
f(t)

S(t)
,

(5.3)

where the notation Pr(A |B) is used to denote the the conditional probability of A given
B. Noting from equation (5.2) that S ′(t) = (1− F (t))′ = −f(t), it is also possible to write
equation (5.3) as

λ(t) =
−S ′(t)
S(t)

= − d

dt
lnS(t) . (5.4)

Using a boundary condition of S(0) = 1, since the component is assumed to begin from an
unfailed state at t = 0, equation (5.4) may be integrated in time to yield S(t) as

S(t) = exp

[
−
∫ t

0

λ(t′) dt′
]
. (5.5)

To obtain the mean time to failure µ, the expectation of the variable T is computed using
the PDF f(t) as

µ = E(T ) =

∫ ∞
0

tf(t) dt = −
∫ ∞

0

tS ′(t) dt . (5.6)

Using integration by parts, (5.6) may be written as

µ = −tS(t)
∣∣∣∞
0

+

∫ ∞
0

S(t) dt . (5.7)

If µ <∞ it can be shown that −tS(t)
∣∣∣∞
0

= 0, and equation (5.7) can be simpli�ed to

µ =

∫ ∞
0

S(t) dt . (5.8)
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The variance in the mean time to failure is de�ned as

σ2 = E(T 2)− [E(T )]2 =

∫ ∞
0

t2f(t) dt− µ2 = −
∫ ∞

0

t2S ′(t) dt− µ2 , (5.9)

with µ de�ned in equation (5.8). Using a similar integration by parts procedure as with
equations (5.6�5.8), equation (5.9) can be simpli�ed to

σ2 =

∫ ∞
0

2tS(t) dt− µ2 (5.10)

5.1.1 The special case of constant hazard rate

The theory presented so far is applicable to the general case of a time-varying rate of
failure λ(t). A simple special case (which will be shown to be applicable in the failure
model for crystalline PPTA) is that of a failure rate λ which is constant in time. Following
equation (5.5), the survival function for this case is

S(t) = exp

[
−
∫ t

0

λ dx

]
= e−λt . (5.11)

Using equation (5.2), the probability of failure before time t can be written as

F (t) = 1− S(t) = 1− e−λt . (5.12)

Therefore, the PDF function for the distribution of failure times becomes

f(t) = F ′(t) = λe−λt , (5.13)

which is simply the exponential distribution. Consider the probability of survival of a com-
ponent until time t+ ∆t given it has survived until time t:

Pr(T > t+ ∆t |T > t) =
S(t+ ∆t)

S(t)
=
e−(t+∆t)λ

e−λt
= e−λ∆t = S(∆t) . (5.14)

Therefore, the probability of survival during any interval of length of time ∆t is independent
of how long the component has been in operation. This is called the �memoryless� property
of the exponential distribution, and is a direct consequence of the constant failure rate λ.

The mean time to failure according to equation (5.8) is

µ =

∫ ∞
0

e−λt dt =
1

λ
, (5.15)

and using this result combined with equation (5.10), the variance is computed as

σ2 =

∫ ∞
0

2te−λt dt−
(

1

λ

)2

=
1

λ2
. (5.16)

Hence, for a constant failure rate, the mean time to failure µ is equal to the inverse of the
failure rate, and the standard deviation σ is equal to the mean.
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5.2 Primary bond failure in crystalline PPTA

5.2.1 Observations of primary bond failure behavior in MD

simulations

In Chapter 4, it was observed that primary bond failure played an important role in the
failure of all of the PPTA crystal variants examined except for those involving high local
concentrations of chain ends. Understanding how primary bonds fail is therefore critical to
understanding the failure behavior of PPTA crystallites. As a �rst step in analyzing primary
bond rupture, the molecular dynamics trajectory of the rupture of a hydrogen-bonded sheet
is observed in detail. Recall that in Chapter 4 it was observed that the failure of the system
was essentially governed by the failure of the individual hydrogen-bonded sheets comprising
the system. Hence, observing how an individual sheet fails o�ers insight into how the crystal
as a whole fails. Figure 5.1 presents a visualization of the progression of bond breaks that
occur in a single sheet in a system consisting of 4×4×8 unit cells stretched at a strain rate
of 1.0 × 109 s−1. Observing this trajectory reveals that the rupture of a primary covalent
bond along the chain backbone converts the potential energy stored in the bond into kinetic
energy, causing the chain to snap, much like a stretched rubber band which suddenly breaks.
This snapping action of the chain disrupts the hydrogen bonds between the broken chain
and its neighboring chains within the sheet, and this disruption in crystal structure leads to
additional primary bond ruptures in the neighboring chains. Hence, in the 4×4×8 system,
it seems that a single bond rupture within a sheet triggers a cascade of bond rupture events,
rendering the sheet failed shortly after the �rst bond rupture occurs. Note that Figure 4.1
presents the stress-strain curve and bond break history for the same simulation considered
here, and indeed, it appears that the onset of �rst primary bond failure is commensurate
with the failure strain (strain at peak stress) of the system.

In contrast, it is observed that in larger systems, the �rst primary bond failure is in
general not commensurate with system failure. Figures 5.2 and 5.3 present the stress-strain
curves and primary bond break history (at strain rates of of 1.0× 109 s−1and 2.0× 108 s−1,
respectively) of a simulation cell of 8×8×64 unit cells of perfectly crystalline PPTA modeled
using the ReaxFF force �eld. In each �gure, it is clear that a number of primary bond
ruptures occur before the failure strain of the system is reached. The di�erence between the
behavior of this system and the smaller 4×4×8 system can be attributed to the impact that
a single bond rupture has in each system. Due to the periodic boundary conditions used to
model each system, a break in the smaller system represents a much larger concentration
of bond breaks in the crystal than does a break in the larger system. Consider the zone
of in�uence study presented in Chapter 4, where the e�ect of a single chain-end defect on
local molecular behavior was studied. The introduction of a chain-end defect (structurally
equivalent to a ruptured covalent bond) caused relaxation of the links within ±8 monomers of
the broken chain, and also caused links to undergo additional stretching in the two adjacent
chains to the broken chain. For a 4×4×8 unit cell system, a single bond break therefore
in�uences the behavior of 3 of the 4 chains comprising the sheet in which the break occurs.
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(a) (b)

(c) (d)

(e) (f)

Figure 5.1: Progression of bond ruptures in a crystalline sheet of PPTA. Figure (a) shows the
sheet before bond failure. Figure (b) shows the initial bond failure site. In Figure (c), the broken
chain �snaps� as the potential energy in the bond is released as kinetic energy; this results in broken
hydrogen bonds between the broken chain and adjacent chains. In Figures (d)�(f), the remaining
chains fail one by one in rapid succession.

This relatively large zone of in�uence quickly disrupts the load-carrying capacity of the
sheet, and subsequent primary bond ruptures quickly follow, causing sheet failure almost
immediately following the initial primary bond rupture. In the 8×8×64 unit cell system,
a single bond rupture disrupts a smaller overall volume fraction of the crystal structure in
the simulation cell, allowing surrounding primary bonds to remain intact for a longer period
of time. Hence, it is important to consider the in�uence of periodic boundary conditions
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Figure 5.2: An 8×8×64 perfect crystal system is strained at a rate of ε̇ = 1.0 × 109 s−1. The
zoomed-in view in (b) highlights that multiple bonds break before the stress reaches its maximum
value and begins to drop.

and system size on the behavior of primary bond ruptures in crystalline PPTA � in general,
models of larger systems will be less susceptible to failure induced by isolated primary bond
ruptures.

5.2.2 Primary bond failure rate at constant strain and

temperature conditions

So far, the behavior of bond ruptures during constant strain rate loading has been ex-
amined, but a more fundamental look at the bond rupture process entails examining what
happens when the system is held at a �xed level of strain. Indeed, the kinetic theory of
fracture (KTOF) [75, 82, 83] predicts that the rate of bond rupture in a solid at �xed stress
and temperature is constant in time and given by

λ = ω0 exp

[
−U0 + γσ

kbT

]
, (5.17)

where ω0 represents the bond oscillation frequency, U0 is the bond activation energy, T is the
absolute temperature, kb is the Boltzmann constant, σ is the stress (taken to be equal to Eε
for linear elasticity, where E is the Young's modulus and ε the strain), and γ is a material
constant. While this equation is intended to pertain to a system whose bond behavior is
homogeneous, such that the continuum mechanical strain ε is indicative of a bond's level of
stretch, the strain parameter should truly apply to bonds on an individual level. Consider,
for example, a system of crystalline PPTA with chain-end defects. As demonstrated in the
zone of in�uence study of Section 4.2.1, the stretch of the links near the defect site changes
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Figure 5.3: An 8×8×64 perfect crystal system is strained at a rate of ε̇ = 2.0 × 108 s−1. The
zoomed-in view in (b) highlights that multiple bonds break before the stress reaches its maximum
value and begins to drop.

relative to the stretch of the links in a perfect crystal at an equivalent crystal cell strain, and
these local deviations in stretch re�ect location-dependent failure rates of the bonds due to
the presence of defects in the crystal � relaxed links contain bonds that are less likely to fail,
and links that take on additional stretch contain bonds which are more likely to fail.

The simulations presented in this work o�er strong evidence that the failure of primary
bonds is stochastic in nature, which implies that covalent bonds have a probability of failure
per oscillation, or equivalently, a failure rate that represents a probability of failure per unit
time. The probability of bond rupture increases with increasing bond stretch and system
temperature, since higher levels of stretch bring a bond closer to a bond's critical length, and
higher temperatures lead to larger �uctuations in bond length. Therefore, it is reasonable
to think of bonds as having a failure rate that is constant in time and which depends on the
state of stretch of the bond and the temperature of the system in which the bond exists.

For the case where all bonds of the same type are expected to behave in a statistically
identical manner, such as in a perfect defect-free crystal, the crystal strain can be used
as a metric to indicate bond stretch. Therefore, the failure rate of individual bonds can
be characterized by the crystal strain and system temperature, rather than by individual
bond strain levels. Furthermore, in such a defect-free crystal, all bonds of the same type
will exhibit statistically identical properties (e.g., average level of stretch and �uctuation
amplitude), which means they will share the same failure rate as well. However, these
identical statistical properties will only be maintained until the �rst bond rupture in the
system. After this �rst rupture, bonds near the rupture site will take on higher or lower
states of stretch, depending on their location relative to the rupture site, and from this point
onward, individual bonds will exhibit a unique probability of failure relative to other bonds
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in the system.
Working under the assumption that, at �xed strain and temperature, all bonds of a

given type have the same failure rate until the onset of �rst bond failure, an analogy can
be made between primary bonds undergoing thermal �uctuations in a perfect PPTA crystal
and a population of components operating in time until their eventual failure. Consider a
population of N components which are identical to one another and behave independently
of one another. Suppose these components are all simultaneously put into operation at time
t = 0 and that each component has a constant failure rate λ0. Further assume this failure
rate is currently unknown, and it is desired to compute it. To calculate λ0, one would record
the time to failure for each component ti for i = 1, ..., N , and then compute the mean time
to bond failure µ0 as

µ0 =
1

N

N∑
i=1

ti . (5.18)

Then, the bond failure rate λ0 is calculated according to (5.15) as

λ0 =
1

µ0

. (5.19)

This calculation assumes that the failure rate λ0 is constant in time. The property of constant
failure rate can be veri�ed by examining a histogram of the distribution of observed times to
failure ti. If the failure rate were indeed constant, then the distribution of failure times would
follow the exponential distribution, as derived in equation (5.13). As long as the observed
failure times were distributed according to the exponential distribution, equation (5.19)
would represent a correct method for calculating failure rate of an individual component
from the distribution of failure times. The accuracy of the calculation relative to the true
failure rate would improve with larger sample size N , since the standard error in the estimate
of the mean time to failure is

σ0√
N
, where σ0 is the standard deviation of the mean time to

failure of the components in the sample.
This population of independently-behaving components with constant failure rates is

analogous to primary bonds undergoing thermal �uctuations in a perfect crystal: bonds
in the crystal can be assumed to be intact at some starting time (t = 0 without loss of
generality), and bonds of the same type can be assumed to behave statistically identically
to one another as they �uctuate in time, leading to equivalent failure behavior among bonds
of the same type, as previously discussed. There is, however, one major di�erence between
the primary bonds in the crystal and the hypothetical population of components, which is
that after one bond in the system fails, the failure rate of bonds near the failure site will
change, as they change their level of stretch in response to both the newly introduced chain
break and the dynamic snapping of the PPTA chain as primary bond potential energy is
converted into kinetic energy. Hence, the failure rate and probability of rupture depend on
proximity to the initial failure site and are not constant from the moment the �rst bond in
the system fails. This means that the failure rate of bonds after the �rst break change in
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time and cannot be measured by computing the mean time to failure of the remaining bonds
in the system as in equation (5.18).

There is, however, an alternative method to calculating the bond failure rate as follows:
consider K samples of crystals each containing N bonds. Suppose each sample begins with
all bonds intact and with di�erent initial conditions at time t = 0, such that the initial
conditions at time t = 0 are the only di�erence between each of the K samples. Each sample
is allowed to undergo thermal vibration in time until the �rst bond failure occurs, and the
time to �rst failure for each sample is recorded as tfi for i = 1, ..., K. Then, the mean time
to �rst failure for the system of N bonds can be calculated as

µN =
1

K

K∑
i=1

tfi . (5.20)

The failure rate for the system, which can be thought of the rate of occurrence of �rst bond
failure for a collection of many identical systems of N bonds, is

λN =
1

µN
. (5.21)

The �nal step is to take the failure rate of the system λN and convert it to the failure rate
of an individual bond λ0. To do this, consider that a system of N bonds is considered failed
as soon as the �rst bond fails. In addition, it is assumed that the behavior (and therefore
failure) of each bond is independent of one another before this �rst failure occurs. Under
these assumptions, the system can be thought of as a series-collection of independently-
operating components, and the failure rate for such a system is the sum of the failure rates
of each individual component [32]. Since each component is assumed to have the same failure
rate λ0, this leads to the relation

λN =
N∑
i=1

λi = Nλ0 . (5.22)

With the preceding concepts in mind, a series of simulations is now run to explore the
true nature of primary bond failure rate at �xed strain and temperature conditions. In all
strain-to-failure simulations performed in this work, it is observed that Type 2 bonds (as
labeled in Figure 3.2) always fail �rst, with bond failures of types 3 and 5 occurring only
after a substantial number of Type 2 bond failures have occurred. Hence, the �component�
of study in perfectly crystalline PPTA is identi�ed as all Type 2 bonds in the system.

First, it is desired to verify the nature of the failure rate of Type 2 bonds in the crystal.
If the failure rate at �xed strain and temperature is not constant in time (prior to �rst bond
rupture), it implies that the failure of a bond depends on its history of operation. This
is not physically representative of a bond whose failure criteria is determined by chemical
bond order (which depends on interatomic distance and has no notion of history), so it
is anticipated that the failure rate will indeed be constant. To verify this, two sets of
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simulations are performed. The �rst begins with a simulation cell consisting of 3×4×2
perfectly crystalline unit cells modeled with the ReaxFF force �eld. This is the smallest
simulation cell that can be modeled that ensures that the smallest rectangular simulation
cell dimension is larger than twice the cuto� distance per the minimum image convention
(rc = 10 Å as discussed in Chapter 3). The simulation cell is brought to an axial strain of
ε = 0.095 and then subjected to an NPT thermostat which maintains an average temperature
of 300 K and zero pressure on the lateral faces of the simulation cell. This is therefore
representative of crystalline PPTA at �xed strain and temperature conditions. 400 variants of
this con�guration are created by randomly assigning 400 di�erent initial velocity conditions
to the initial con�guration, ensuring that the velocity magnitudes are scaled to yield a
temperature of 300 K. Each of the con�gurations with unique initial velocity conditions is
ran for as long as is necessary to observe the �rst bond failure event in the system. The
second set of simulations is identical to those just described, with the only di�erence being
that a larger simulation cell consisting of 4×4×8 perfectly crystalline unit cells is used.
In each set of simulations, the distribution of times to �rst failure for each con�guration
i = 1, ..., K = 400 is recorded. Each simulation is given a short period of time to equilibrate
(10,000 fs is found to be su�cient), and the time to �rst bond failure is recorded as the
time elapsed after this initial equilibration period. In cases where bonds rupture during the
equilibration phase, a di�erent set of initial velocity conditions are assigned until survival of
all bonds past 10,000 fs is achieved.

The results of the two sets of times to �rst failure data gathered from the simulations
are presented in Figures 5.4 and 5.5. The �gures show that the distributions of times to
�rst failure closely resemble the exponential distribution, which supports the hypothesis
that the bond failure rate in each system is constant in time. The quantitative results
of the simulations are also summarized in Table 5.1. The table highlights that the single
bond failure rates in each system are di�erent from one another, and that this di�erence
is not likely accounted for by the 95% con�dence interval for the estimate of the failure
rate in each system. This result does not agree with the assumption made at the outset
of this investigation, which is that bonds behave independently of one another, since this
assumption implies that the individual bond failure rates are independent of system size,
or equivalently, that the system failure rate λN is related to the single bond failure rate λ0

through equation (5.22). This discrepancy in computed single bond failure rates may be due
to the fact that in the relatively small systems considered here, the individual bonds in a
given chain may not behave completely independently of one another. Consider for example
that the overall length of the chain is �xed since the system is operating at �xed axial
strain. Therefore, the sum of the bond lengths (projected onto the z-axis) along the chain is
constrained to equal the length of the simulation cell, such that bonds may not take arbitrary
lengths at any given moment in time. It is likely that if the times to �rst bond failure were
recorded for increasingly large systems that the value of λ0 would eventually converge to a
�xed value. However, due to the prohibitive cost of performing these simulations on such
large systems, this investigation is not pursued here. Regardless of the accuracy of the
calculation of the failure rate for a single bond in these perfectly crystalline systems, the
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Figure 5.4: The distribution of times to �rst failure for the 3×4×2 system. The red curve is the
exponential distribution with λN = 1

µN
, where µ is the average time to �rst failure among the 400

simulations.

exponential distributions displayed in Figures 5.4 and 5.5 indicate that the bond failure rate
in these systems is constant at �xed strain and temperature. It is interesting to note that
this is the same prediction made by the kinetic theory of fracture through equation (5.17),
and therefore, the MD simulations agree with theoretical considerations for the rate of bond
failure in solids.

System N µ0 (×10−15 s) λ0 (×108 s−1) 95% CI (×108 s−1)

3×4×2 96 81, 300± 3720 1.28 1.17�1.41
4×4×8 512 12, 600± 661 1.55 1.40�1.73

Table 5.1: The failure rate of a single bond λ0 is calculated based on the mean time to �rst failure
µ0 for the simulation data presented in Figures 5.4 and 5.5. The 95% con�dence interval for the
estimated value of λ0 is shown in the �nal column.

It is also of interest to see how the MD simulations predict a change in bond failure rate
with a change in strain or temperature. To explore this, a set of simulations of the variety
which produced the results displayed in Figures 5.4 and 5.5 are performed for a set of strains
and temperatures of interest. Strain and temperature combinations are chosen to encourage
bond failures to occur relatively quickly, otherwise, the simulations take prohibitively long
to run before the �rst bond failure is observed. Each set of simulations at �xed strain and
temperature generates a set of times to �rst failure, from which the individual bond failure
rate is computed. Here, each set of simulations uses a system of 3×4×2 unit cells of perfectly
crystalline PPTA and 200 variants on initial velocity conditions to generate the data points
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Figure 5.5: The distribution of times to �rst failure for the 4×4×8 system. The red curve is the
exponential distribution with λN = 1

µN
, where µ is the average time to �rst failure among the 400

simulations.

(with the exception of ε = 0.095 and T = 300 K, which has already been presented and uses
400 initial condition variants). Using more than 200 simulations per strain/temperature
combination would increase the accuracy of the failure rate calculations, but is prohibitively
expensive.

The results of the relationship between failure rate and strain, and failure rate and
temperature, are displayed in Figures 5.6 and 5.7, respectively. As anticipated, the bond
failure rate has a strong dependence on both crystal strain and temperature. The curves
displayed along with the raw data in Figures 5.6 and 5.7 are computed by �nding the
parameters from the kinetic theory of fracture equation (5.17) which best �t the data � this
is done in order to observe how well the kinetic theory of fracture describes the change in
bond failure rate with strain and temperature computed in the MD simulations. Speci�cally,
for the case of �xed temperature and varying strain, equation (5.17) predicts the following
relationship between bond failure rate and strain:

λ = A exp [aε] , (5.23)

where A = ω0 exp

[
−U0

kbT

]
and a =

γE

kbT
are taken as constants. Here, it has been assumed

that the relation between stress and strain is linearly elastic in nature, such that σ = Eε,
which closely describes the stress-strain relationship for PPTA crystals, as discussed in Chap-
ter 4. On the other hand, consider the case of �xed strain and varying temperature. Then,
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equation (5.17) can be written as

λ = ω0 exp

[
b

T

]
, (5.24)

where b =
−U0 + γEε

kb
and is assumed to be negative (else the strain would be high enough

to overcome the activation energy U0 and bond rupture would immediately ensue). If b is
negative, then an increase in temperature leads to a less negative exponent in equation (5.24),
and the failure rate increases with increasing temperature.

From these curve �ts, the parameters of equation (5.17) are calculated to be U0 =
80.6 kJ/mol, γ = 2.45 Å3, and ω0 = 3.6 × 1013 Hz. These values of the parameters are
in line with typical ones observed in experimental data [83, 61]. The activation energy U0

is somewhat low (covalent bond energies typically range from 100�300 kJ/mol), but the ac-
tivation volume γ is of reasonable magnitude. In addition, the frequency ω0 is close to the
bond oscillation frequency of approximately 5 × 1013 Hz observed for Type 2 bonds in the
MD simulations. These numbers are not meant to be interpreted as accurate estimates of
the parameters in equation (5.17) in the sense that the measurements taken to obtain them
are relatively few and somewhat inaccurate (due to the need for large numbers of simulations
to get tight bounds on an estimate of the bond failure rate). However, the fact that (5.17)
can be �t to the MD observations, and that this �t yields physically reasonable parameters
for the activation energy, activation volume, and bond frequency is a good indication that
primary bond failure in these systems is well-described by the kinetic theory of fracture.

5.2.3 A model for primary bond failure under constant strain rate

loading

Using the insights and data gathered with respect to the failure behavior of primary
bonds in crystalline PPTA, a model is now proposed for predicting the strain at which the
onset of primary bond failure occurs in crystalline PPTA. The objective of the model is to
predict the onset of bond rupture in PPTA without needing to run costly MD simulations
to do so. The model allows for the exploration of failure behavior at slow strain rates and
large crystal sizes that are too costly to practically simulate using molecular dynamics.

The concepts in reliability theory discussed in Section 5.1 are used as the basis of the
model to predict primary bond failure. It is assumed that a primary bond in a perfect PPTA
crystal has a failure rate λ0(ε, T ) that is a function of the crystal strain ε and temperature
T . The crystal is assumed to begin at an initial strain level ε0 and temperature T0 with all
bonds intact, and in the general case is taken through a time-dependent deformation history
described by ε(t) and time-dependent temperature history given by T (t). In this case, the
failure rate of the bond may be written explicitly as a function of time:

λ0(ε(t), T (t)) = λ̂0(t) . (5.25)
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Figure 5.6: Relation between failure rate λ0 and strain obtained from ReaxFF MD simulations
performed at a temperature of T = 300 K.

Hence, bonds in a crystal subjected to time-dependent strain loading and temperature history
can be thought of as having a time-dependent hazard rate function λ̂0(t). If the function
λ̂0(t) is known, then the reliability theory concepts discussed in Section 5.1 can be used
to compute useful quantities such as, for example, the mean time to bond failure through
equation (5.8). The mean time to failure can be used to compute the expected strain at
which bond failure occurs by evaluating ε(t = µ), the strain at the anticipated mean failure
time µ.

It is important to realize that the failure rate of a primary bond in crystalline PPTA is
only easily predictable up to the moment of �rst bond failure. After initial bond rupture,
the conversion of bond potential energy into kinetic energy and the subsequent distortion of
crystal structure near the bond rupture site make it di�cult to predict how the failure rates
of the rest of the bonds in the system will change. This means that the model may only
reliably predict the onset of initial bond failure in a perfect crystal. In Figure 5.8, the strain
at �rst bond failure for runs performed at several strain rates and temperatures is displayed.
The corresponding failure strain data (rather than �rst bond failure data) for each run has
been previously presented in Figure 4.10.

In order to evaluate how well the model is capable of performing, a functional form for
λ0(ε, T ) is postulated, and then calibrated to the strain at �rst failure data presented in
Figure 5.8. Thus far, all observations gathered from MD simulations of primary bond failure
in crystalline PPTA are consistent with the basic tenets of the kinetic theory of fracture,
including the behavior of the bond failure rate as given by equation (5.17). Therefore, the
functional form used for the bond failure rate function is adapted from equation (5.17) and
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Figure 5.7: Relation between failure rate λ0 and temperature obtained from ReaxFF MD simula-
tions performed at a strain ε = 0.090.

converted into a three-parameter form given by

λ0(ε, T ) = exp

(
a

1

T
+ b

ε

T
+ c

)
, (5.26)

where the parameters a, b, and c are constants. Given a strain rate loading history ε(t) = ε̇t
at a �xed temperature T , this de�nes a time-dependent failure rate function

λ̂0(t, ε̇, T ) = exp

(
a

1

T
+ b

ε̇t

T
+ c

)
(5.27)

which also depends on the strain rate of loading ε̇ and system temperature T , which are taken
as constant during the loading. For a crystal of N bonds, the failure rate function used is
λ̂N(t, ε̇, T ) = Nλ̂0(t, ε̇, T ), and following equation (5.5), this de�nes a survival function for
the system as

S(t, ε̇, T ) = exp

[
−
∫ t

0

λ̂N(x, ε̇, T )dx

]
. (5.28)

With the survival function de�ned, the mean time to �rst bond failure can be calculated
according to equation (5.8) as

µN(ε̇, T ) =

∫ ∞
0

S(t, ε, T )dt , (5.29)

and the failure strain at �rst bond failure is then equal to

εf = ε(t = µN) = ε̇µN . (5.30)
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Figure 5.8: Strain at �rst failure for runs at several strain rates and temperatures using a simulation
cell consisting of 4×4×8 unit cells of perfectly crystalline PPTA.

With the functional form set according to equation (5.26), it is now desired to �nd the
vector of parameters x = (a, b, c) which best �t the data of strain at �rst bond failure shown
in Figure 5.8. To determine a suitable vector of parameters x, a numerical procedure is used
to minimize an objective function which de�nes the error between the strain at �rst bond
failure data points in Figure 5.8 and the model's predicted strain at �rst failure computed
from equations (5.29) and (5.30). The objective function is de�ned as

Φ =

[
Ndata∑
i

εfi − ε̇iµN(ε̇i, Ti)

]2

, (5.31)

where εfi is observed strain at �rst bond failure for data point i in Figure 5.8 and µN(ε̇i, Ti)
is the mean time to �rst failure computed using equation (5.29) at strain rate ε̇i and tem-
perature Ti.

The results of the �t are displayed in Figures 5.9�5.11. The strain at �rst failure data
displayed in the �gures are taken directly from Figure 5.8. The �gures show that the �tted
parameters are a reasonably good �t for the data, especially when the error bars are taken
into account. Note that the error bars are computed as the square root of the variance
as given in equation (5.10) � that is, the error bars come from reliability theory rather
than the kinetic theory of fracture or standard error in the data, and the fact that they
coincide reasonably well with the spread in observed times to �rst failure is indicative that
the reliability theory model describes the failure process accurately. The parameters a, b,
and c obtained from the �t to the kinetic theory of fracture parameters from equation (5.17)
yield values of U0 = 114kJ/mol, γ = 4.40 Å3, and ω0 = 4.0 × 1013. These parameters are
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Figure 5.9: Model �t to �rst failure data at 300 K.
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Figure 5.10: Model �t to �rst failure data at 400 K.

di�erent than those obtained from �tting the data in Figures 5.6 and 5.7 to the kinetic theory
of fracture equation (5.17), but they are reasonably close to one another, and once again
represent physically reasonable values for those parameters, indicating that the modeling
approach taken here yields reasonable results.
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Figure 5.11: Model �t to �rst failure data at 500 K.

5.3 Secondary bond failure in crystalline PPTA

Secondary bond failure also plays an important role in the failure of crystalline PPTA.
The nature of secondary bond failure is quite di�erent from that of primary bond failure. The
biggest di�erence is that secondary bonds fail via chain slippage, and therefore secondary
bond failure cannot occur under axial loading unless there are chain-end defects or recently-
broken primary bonds which allow chain sliding to occur. Here, the failure of secondary
bonds in crystalline PPTA is examined in further detail.

5.3.1 Observations of secondary bond failure behavior in MD

simulations

As with the case of primary bonds, a representative visualization of hydrogen bond
failure within a single sheet is presented in Figure 5.12. The system under consideration is a
4×4×8 array of unit cells with one chain-end defect per chain (Variant IV from Chapter 4)
stretched at a strain rate of 1.0×109 s−1and modeled with the ReaxFF force �eld. As noted
in Chapter 4, no primary bond failure occurs in this case, which makes it possible to observe
how sheet failure occurs when only hydrogen bonds are involved. In Figure 5.12, it can be
seen that not all hydrogen bonds in the system fail, but rather, a particular path is traversed
through the system. In this particular case, the hydrogen bonds that break traverse a path
through the sheet that leads to the fewest number of hydrogen bond ruptures, and this can be
likened to a crack forming in the crystal and growing along the path of least resistance. It is
important to note that when this simulation is repeated multiple times with di�erent initial
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(a)

(b)

Figure 5.12: Failure of a single sheet in a model consisting of 4×4×8 unit cells with one chain
end per cell positioned randomly within the sheet. Figure (a) presents the sheet at zero strain, and
Figure (b) shows the sheet in its failed state. The failure path is highlighted in yellow. Surrounding
periodic cell replications (due to periodic boundary conditions) are not shown.

conditions, not every simulation features sheets which fail via the path of least resistance.
This may seem counterintuitive, but it is re�ective of the stochastic nature of bond failure
in the system � the path of fewest hydrogen bond breaks is the most likely path to be taken,
but is not necessarily the path that is always taken.

In order to better understand how hydrogen bond failure occurs in PPTA crystals with
defects, a set of simulations is performed where the chain ends in the crystal are distributed
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in speci�c patterns, rather than randomized as they were in the studies performed with
Variants I�IV in Section 4.2.2. Figure 5.13 displays the patterns under consideration. They
consist of three speci�c patterns denoted Pattern A, Pattern B, and Pattern C, as well as
set of patterns denoted Pattern DN where N is an integer parameter whose meaning will be
discussed shortly. Each pattern is implemented in a simulation cell of size 3×8×64 unit cells,
with the 64-monomer unit cell length intended to ensure the portion of the chains outside
the defect band are mostly unin�uenced by the presence of the defects. In each model, the
pattern under consideration is applied to each sheet, such that each sheet in the simulation
cell is identical to one another. Patterns A, B, and C each have a defect band which spans ±8
monomers relative to a plane bisecting the simulation cell. Pattern DN is a regular zig-zag
pattern of chain-end defects and is chosen in order to systematically explore the in�uence of
the size of the defect band on the failure behavior. The subscript N refers to the size of the
defect band, such that defects span a region ±N monomers about the bisecting plane of the
simulation cell for a total separation distance of 2N monomers between chain-end defects in
adjacent chains. Pattern DN is simulated using defect band sizes of N = 1, 2, ..., 8.

For each pattern under consideration, a set of �ve strain-to-failure simulations was per-
formed at a strain rate of 1.0×109 s−1, and the average failure strain for each set of simulations
was recorded. The PCFF force �eld is used to conduct these simulations in order to ensure
that only hydrogen bond rupture occurs in the absence of primary bond rupture. Considering
the result of the simulation visualized in Figure 5.12, it is postulated that the failure strain
for each pattern depends on the smallest number of hydrogen bonds that must be ruptured
for the sheet to fail completely. As such, Figure 5.14 presents the results of the simulations
as a plot of the crystal failure strain versus the minimum number of hydrogen bonds that
must rupture for failure of each sheet to occur. The �gure shows a strong dependence of the
failure strain on the number of hydrogen bonds in the most likely break path, up until about
80 bonds in the break path, which corresponds to Pattern D5. It appears that the failure
strain plateaus (or at least increases at a much slower rate) at a failure strain of just under
6% for more than 80 bonds in the break path.

The plateau in Figure 5.14 can be explained by examining the behavior of hydrogen
bonds near a chain-end defect, as displayed in Figure 4.13. From the �gure, it is observed
that hydrogen bonds near the defect site undergo signi�cant stretching within about ±4
monomers of the defect site, which weakens the strength of these bonds relative to that of
the other hydrogen bonds in the crystal. For N ≤ 4, all of the hydrogen bonds in the crystal
are within this weakened zone, and the fewer bonds in this zone (lower values of N), the
fewer bonds that must fail for failure via chain sliding to occur, which results in a lower
failure strain for the sheet. However, for N ≥ 5, the defect band contains (moving from left
to right) a 4-monomer long region of weak hydrogen bonds, a 2(N −4)-monomer long region
of strong hydrogen bonds, and another 4-monomer long region of weak hydrogen bonds.
Slippage must initiate at the weak hydrogen bond sites near the chain ends, and therefore,
for N ≥ 5, slippage (and therefore peak stress) occurs at roughly the same crystal strain.
Indeed, the strong hydrogen bonds in between the chain-end locations do not improve the
strength of the hydrogen bonds near the chain-end sites. In Figure 5.15, the stress-strain
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(a) Pattern A

(b) Pattern B

(c) Pattern C

(d) Pattern DN

Figure 5.13: Failure patterns tested in strain-to-failure simulations using the PCFF force �eld.
The red dots represent chain-end locations.

response for Patterns D5 and D8 are presented in order to gain further clarity on the crystal
behavior. In both plots, it is seen that the peak stress (and corresponding failure strain)
is about the same, with a failure strain of just under 6%. However, the rate of decrease
of the stress after achieving peak stress is more rapid for Pattern D5 than for Pattern D8.
Figures 5.16 and 5.17 visualize the failure of a single sheet for Patterns D5 and D8, and it can
be seen that the hydrogen bonds in Pattern D5 fail very quickly after initial hydrogen bond
slippage occurs, while the defect-free region in the larger defect band of Pattern D8 maintains
some hydrogen bonds in the defect band up to about 7% strain, prolonging the complete
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Figure 5.14: Failure strain versus number of bonds along the shortest path to failure. Each failure
strain value is an average over �ve PCFF simulations performed at a strain rate of 1.0× 109 s−1.
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Figure 5.15: Stress-strain curves for Patterns D5 and D8 for ε̇ = 1.0 × 109 s−1 using the PCFF
force �eld.

slippage of chains in the sheet. This prolonging of complete sheet failure coincides with the
region of slow stress decrease in the 6% to 7% strain range for Pattern D8 in Figure 5.15.

The PCFF simulations presented here do not allow primary bonds to rupture as they do
in ReaxFF. So, while PCFF simulations are useful for exploring how hydrogen bond failure
occurs and ultimately leads to PPTA sheet failure, they do not necessarily represent the true
physical behavior of PPTA sheets with the chain-end location patterns considered here. To
investigate this further, simulations of Pattern DN for N = 1, 2, ..., 8 were performed with
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(a) εzz = 2.0%

(b) εzz = 6.0%

(c) εzz = 6.3%

Figure 5.16: Failure of Pattern D5 with PCFF.
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(a) εzz = 2.0%

(b) εzz = 6.5%

(c) εzz = 7.0%

Figure 5.17: Failure of Pattern D8 with PCFF.
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ReaxFF at a strain rate of 1.0 × 109 s−1. The results showed that failure was initiated by
primary bond breakage forN ≥ 4 when ReaxFF was used. Visualizations of failure in a single
sheet for Pattern D5 and Pattern D3 are shown in Figures 5.18 and 5.19, respectively. From
Figure 5.18, it can be seen that Pattern D5 fails due to primary bonds which rupture near
the chain-end defects in the sheet, leading to bond failures occurring across the weak plane
of the system. This failure mode was observed for each of the instances of Pattern DN with
N ≥ 4. This is consistent with the zone of in�uence studies performed in Section 4.2.1, where
it was observed that links (and therefore primary bonds) adjacent to chain-end defect sites
took on additional stretch, therefore making them more likely to rupture. When N ≤ 3, the
hydrogen bonds become substantially weaker due to their proximity to the chain-end defects,
and fail in preference to primary bonds as observed in the visualization in Figure 5.19. These
results suggest that PPTA crystallite failure most likely occurs by accumulating primary
bond breaks until the a large enough concentration of chain breaks congregates across a
region of the sheet such that chain sliding becomes the preferred method of failure, at which
point the sheet will promptly fail when su�cient strain to break the hydrogen bonds has
been achieved.

The failure behavior studies of crystalline PPTA performed here are highly relevant to
the failure of true PPTA crystallites. As discussed in Chapter 2, true PPTA �bers consist
of crystallites stacked end-to-end with periodically repeating planes of concentrated chain
ends. The simulation results obtained here show that unless the defect bands are extremely
narrow, spanning about 6 monomers (about 8 nm) in width or less, the strength of the
crystallite is not particularly adversely a�ected by the presence of these bands, with sheet
failure occurring at strains no lower than 5% for N ≥ 4 in Pattern DN modeled with ReaxFF.
Hence, these simulations explain why PPTA �bers retain impressive strength despite the
presence of periodic defect bands within the crystallites composing the �bers.

5.3.2 Modeling secondary bond failure near isolated chain-end

defects under strain rate loading

As with primary bonds, the failure of secondary hydrogen bonds under strain rate loading
is a stochastic event, with the probability of bond failure governed by the temperature and
level of stretch of the bond. In Section 5.2.3, it was shown that the failure of primary bonds
could be modeled using concepts from reliability theory by treating the bonds as a collection
of components with a time-dependent failure rate based on the loading conditions of the
crystal. Given the similarities in failure behavior between primary and secondary bonds, it
is reasonable to believe that such a model can be applied to secondary bond failure as well.
However, hydrogen bonds in crystalline PPTA behave somewhat di�erently than primary
bonds. Hydrogen bonds fail due to sliding between chains within a hydrogen-bonded sheet,
which means that hydrogen bonds cannot fail under axial loading of the crystal unless there
are chain-ends present to allow sliding between chains. Hydrogen bond failures cannot occur
as isolated single bond failures, since for chain sliding to occur, multiple bond failures must
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(a) εzz = 2.0%

(b) εzz = 5.3%

Figure 5.18: Failure of Pattern D5 with ReaxFF. Primary bond breaks occur near the chain-end
defects in the sheet.
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(a) εzz = 2.0%

(b) εzz = 4.8%

Figure 5.19: Failure of Pattern D3 with ReaxFF. Primary bonds remain intact, and failure occurs
through chain sliding and hydrogen bond failure.
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occur simultaneously. For these reasons, some of the basic assumptions regarding primary
bond failure, such as conceptualizing individual primary bonds as independently-operating
components with identical failure rates, do not apply to hydrogen bond failure.

Despite these complexities regarding the failure behavior of hydrogen bonds, it is possible
to conceive of a chain-end defect distribution whereby the initiation of hydrogen bond failure
at the chain-end defect sites can be treated in a very similar way as the failure of individual
primary bonds in a perfect crystal. Consider a PPTA crystallite which has a relatively
dilute concentration of chain-end defects. Suppose these defects are distributed throughout
the crystal such that each defect is su�ciently far from all other defects so that the defects
are non-interacting. That is, all the defects lie outside of each other's zone of in�uence, the
region where both primary and secondary bonds alter their level of stretch in response to the
presence of a defect, as discussed in Section 4.2.1. In this case, each chain-end defect can be
treated as a failure site, and each failure site has a rate of failure, where failure is de�ned as
the initiation of inter-chain slippage at the failure site. The initiation of inter-chain slippage
is a somewhat complex event that involves the rupture of several hydrogen bonds near the
defect. However, by treating defect sites as independently-operating components within the
crystal, with a failure rate that depends on crystal strain and temperature, the initiation of
chain slippage at these sites can be thought of in the same way as the rupture of a covalent
bond in the perfect crystal.

To explore this further, a system of isolated chain-end defects is constructed following
Pattern E in Figure 5.20, which consists of a 3×8×64 arrangement of crystalline PPTA unit
cells. In Pattern E, defects are uniformly spaced 16 monomers apart along the z-axis of the
crystallite, and placed closer than this only when at least three chains separate the defects
within a hydrogen bonded sheet. This ensures that each defect lies well outside of the zone of
in�uence of all other defects in the crystal (about ±8 monomers along the broken chain axis
relative to the defect, and ±4 monomers along the axes of adjacent chains, as discussed in
Section 4.2.1). The PCFF force �eld is then used to simulate the strain rate loading of this
system at various strain rate and temperature combinations. PCFF is used here to ensure
that only hydrogen bonds, and not primary covalent bonds, break in these simulations �
based on the studies performed in Section 5.3.1, this crystal would fail by primary bond
rupture in ReaxFF. While these simulations do not necessarily represent the behavior of a
true PPTA crystal, they are still relevant for characterizing the failure behavior of hydrogen
bonds near chain-end defects. Chain slippage by hydrogen bond failure is de�ned to initiate
when a hydrogen bond at the site exceeds an O�H distance of 5.5 Å. In strain-to-failure
simulations of similar systems using PCFF, this distance criterion was visually estimated to
be a good indicator that inter-chain slippage had initiated near a defect site.

Figure 5.21 presents the results of these strain-to-�rst-failure simulations in terms of the
strain observed at �rst hydrogen bond failure versus strain rate, where �rst hydrogen bond
failure via exceedance of 5.5 Å is indicative of the initiation of chain slippage at the defect site.
Note the similarity of these results when compared to the same plot generated for primary
bond failure in Figure 5.8: in both cases, the strain at �rst failure decreases with decreasing
strain rate and increasing temperature, and has an approximately linear dependence on log
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Figure 5.20: Pattern E

strain rate. As with primary bonds in Section 5.2.3, a reliability modeling approach is taken
where each chain-end defect site is treated as an independently-operating component with
a time-dependent failure rate function λ0(ε(t), T (t)). The model assumes a functional form
of the bond failure rate function λ0(ε, T ) according to equation (5.26), and the model is
parameterized by �tting the failure data from Figure 5.21 to the objective function de�ned
in equation (5.31). The results of the �ts are displayed in Figures 5.22�5.24, which isolate
the failure behavior for temperatures of 300 K, 400 K, and 500 K. In each �gure, the error
bars associated with the �t are the standard deviation of the predicted mean strain at
�rst failure as computed from reliability theory using the square root of the variance from
equation (5.10). From these �gures, it is apparent that the model is capable of representing
the failure behavior of hydrogen bonds at these chain-end defect sites.

The best-�t parameters of the model to the data yield kinetic theory of fracture parame-
ters U0 = 90.6 kJ/mol, γ = 414 Å3, and ω0 = 2.2×1011 Hz. Unlike the parameters extracted
from examining primary bond failure data in Section 5.2.3, these parameters are not all in
the expected range of values for hydrogen bonds. For example, the activation energy for
hydrogen bonds has been experimentally observed to be in the range of 1�6 kcal/mol (about
4�25 kJ/mol) [65], which is signi�cantly lower than the value of 90.6 kJ/mol obtained here. It
is also expected that the activation energy for a hydrogen bond would be substantially lower
than for a primary bond, which would be consistent with the activation energies cited in [65],
yet it is just under 80% of the activation energy obtained for a primary bond (114 kJ/mol)
in Section 5.2.3. Also, bond frequencies in the MD simulations conducted here are all on
the order of 1013 Hz, so the value of ω0 obtained here is lower than expected. However, care
must be taken in interpreting the physical meaning of these parameters for the simulations
conducted here. The actual failure event in these simulations is the initiation of chain slip-
page near chain-end defect sites. The initiation of chain slippage requires the rupture of
more than a single hydrogen bond, and as such, the activation energy parameter obtained
here should actually be interpreted as the energy required to initiate chain-slippage, which
requires multiple hydrogen bonds near the defect site to rupture. Similarly, the frequency
parameter ω0 does not represent the frequency of a single hydrogen bond, but rather some
collective frequency measure of the group of bonds which fail, which may account for the
lower-than-expected value obtained here. Considering these observations, the kinetic theory
of fracture parameters obtained here for hydrogen bond rupture are reasonable, and as with
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Figure 5.21: Strain at �rst hydrogen bond failure at several strain rates and temperatures for
Pattern E simulated using PCFF.
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Figure 5.22: Model �t to �rst hydrogen bond failure data at 300 K.

the case of primary bonds, it can be concluded that the failure of hydrogen bonds near
chain-end defects can be modeled via reliability theory, and that the assumption that failure
rate can be determined by the proposed kinetic theory of fracture relation (5.17) is a good
approximation to the actual bond behavior.
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Figure 5.23: Model �t to �rst hydrogen bond failure data at 400 K.
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Figure 5.24: Model �t to �rst hydrogen bond failure data at 500 K.
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Chapter 6

Conclusion

This work uses molecular dynamics simulations to explore in detail the mechanical re-
sponse of crystalline PPTA to axial dynamic strain rate loading. While the mechanical
properties of perfectly crystalline PPTA near equilibrium conditions have previously been
studied using molecular dynamics, this work makes a novel contribution by studying the
strain-to-failure response of crystalline PPTA under dynamic strain rate loading while us-
ing a reactive bond order force �eld (ReaxFF) to accommodate covalent bond rupture in
the material response. These simulations show that crystallite failure strain increases with
increasing strain rate, while both failure strain and modulus decrease with increasing tem-
perature. These simulations also predict the Type 2 bond (see Figure 3.2) along the chain
backbone to be the weakest link in the polymer chain, according to the ReaxFF force �eld
parameterization used here. Finally, the in�uence of chain-end defects is studied, including
their in�uence on molecular chain micromechanical behavior, crystallite failure mechanisms,
and crystallite modulus.

A second contribution is made by studying the nature of primary and secondary bond
failure in PPTA crystallites. The mechanisms involved in primary and secondary bond
failure are studied in detail, and shown to strongly depend on the distribution of defects
in the crystal. When defects are clustered in a narrow band, hydrogen bond failure and
inter-chain slippage is the observed failure mechanism, whereas when defects are spread
further apart, failure is initiated by primary covalent bond rupture along the polymer chain
backbones. In addition to characterizing the nature of bond failure as in�uenced by the chain-
end defect distribution, these simulations have demonstrated that PPTA crystallites retain a
signi�cant amount of their strength even in the presence of very narrow defect cluster bands
(on the order of nanometers), which explains why true PPTA �bers are so strong despite the
the underlying microstructure consisting of crystallites with chain-end defect planes spaced
periodically along the �ber axis. Motivated by the stochastic nature of bond failure in PPTA
crystals, a model for bond failure is proposed which leverages reliability theory to predict the
onset of primary bond ruptures in a perfect crystal and secondary bond ruptures in a crystal
containing non-interacting chain-end defects. It is shown that bonds can be reasonably
represented as having a failure rate that depends on the strain and temperature within the
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crystal, and that the failure rate can be accurately represented through the relationship
postulated by the kinetic theory of fracture in equation (5.17). This model allows for the
prediction of onset of bond failure at at slow strain rates and large crystals which cannot be
practically simulated by standard MD methods.

Collectively, the work performed here provides detailed analysis of the behavior of the
individual crystallites which make up a single PPTA �ber, with respect to performance
under strain rate loading and the failure mechanisms involved in crystallite failure. The
work in Chapter 4 lays a foundation for understanding the mechanical behavior of highly
crystalline PPTA. It should be emphasized that true PPTA crystallites contain a more
extensive array of defects than considered here, including imperfect chain alignment within
the crystallite and deviation from a strictly linear chain con�guration, impurities, and sheet-
stacking faults. Relating the crystallite properties to properties of single PPTA �bers would
require modeling these types of faults within the crystallite, combined with further levels
of defects in the PPTA microstructural hierarchy such as the the pleated-sheet structure
discussed in Chapter 2. It is likely the combined e�ect of all of these defects within the
polymer �ber that leads to the discrepancy between �ber modulus of true PPTA �bers
(order 100 GPa) and the crystallite modulus and failure strain observed in the simulations
performed here (290�320 GPa). Future work on PPTA �ber modeling at the molecular
scale might explore the incorporation of these types of defects into a PPTA crystallite model
and/or a coarse grained model of interacting crystallites within a single �ber.

Another avenue of future work involves the modeling of �ber failure through bond rupture
under strain rate loading. Chapter 5 showed that both primary and secondary bonds can be
reasonably represented by concepts from reliability theory, where bonds under dynamic strain
rate loading have time-dependent failure rates. Such stochastic processes may be amenable
to modeling via Monte Carlo methods, where bond rupture is treated as a probabilistic
event which depends on the loading rate and temperature of the crystal. The challenge with
such an approach lies in accurately characterizing the failure rates of individual bonds in
the crystal as a function of both their proximity to pre-existing chain-end defects and their
response to the dynamic event of a nearby covalent bond rupture. If such a model could
be accurately parameterized, it would allow for the simulation of failure of crystallites of
the size observed in true PPTA �bers (around 200 nm long and 60�600 nm in diameter) at
experimentally relevant strain rates. This would be a good foundation for addressing the
failure behavior of a single PPTA �ber, whose microstructure consists of a number of such
crystallites.
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Appendix A

Data �les and force �eld parameters

A.1 PCFF-parameterized data �le for a single unit cell

of crystalline PPTA

This �le contains the atomic coordinates and bond, angle, dihedral and improper topology
of a single unit cell of crystalline PPTA. The coe�cients in the data �le are for the PCFF force
�eld. An equivalent ReaxFF data �le can be created by removing the molecular topology
and force �eld coe�cient information.

LAMMPS 2005 data file for kevlar_unt_pcff

56 atoms

60 bonds

96 angles

144 dihedrals

32 impropers

6 atom types

7 bond types

10 angle types

15 dihedral types

5 improper types

0.000000000 7.870000000 xlo xhi

0.000000000 5.180000000 ylo yhi

0.000000000 12.900000000 zlo zhi

Masses

1 15.999400

2 14.010000

3 12.011150

4 12.011150

5 1.008000

6 1.007970

Pair Coeffs

1 0.2670000000 3.3000000000

2 0.1060000000 3.6000000000
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3 0.1200000000 3.8100000000

4 0.0640000000 4.0100000000

5 0.0130000000 1.6500000000

6 0.0200000000 2.9950000000

Bond Coeffs

1 1.2020 851.1403 -1918.4882 2160.7659

2 1.3660 390.6783 -768.3798 923.2418

3 1.4390 344.0452 -652.1208 1022.2242

4 0.9959 495.8294 -1092.7239 1441.1290

5 1.4890 339.3574 -655.7236 670.2362

6 1.4170 470.8361 -627.6179 1327.6345

7 1.0982 372.8251 -803.4526 894.3173

Angle Coeffs

1 116.6260 42.4711 -10.4269 0.0000

2 122.9480 40.4820 -16.2028 0.0000

3 116.3230 18.3123 -7.8325 5.3290

4 125.5320 101.8765 -41.8094 0.0000

5 108.4400 84.8377 -19.9640 2.7405

6 125.5320 72.3167 -16.0650 2.0818

7 118.9000 61.0226 -34.9931 0.0000

8 116.0640 71.2598 -15.8273 2.0506

9 117.9400 35.1558 -12.4682 0.0000

10 120.7640 73.2738 -27.4033 13.3920

Dihedral Coeffs

1 0.0000 0 2 0 0 0

2 -1.1077 0 2 0 0 0

3 0.0000 0 2 0 0 0

4 -1.1077 0 2 0 0 0

5 0.0000 0 1 0 0 0

6 0.0000 0 1 0 0 0

7 0.0000 0 1 0 0 0

8 0.0000 0 1 0 0 0

9 8.3667 0 1 0 0 0

10 0.0000 0 4 0 0 0

11 0.0000 0 5 0 0 0

12 0.0000 0 2 0 0 0

13 0.0000 0 2 0 0 0

14 0.0000 0 3 0 0 0

15 0.0000 0 3 0 0 0

Improper Coeffs

1 4.4181 0.0000

2 49.3740 0.0000

3 17.0526 0.0000

4 4.8912 0.0000

5 17.0526 0.0000

BondBond Coeffs

1 41.4233 1.3660 1.4390

2 8.6253 1.3660 0.9959

3 8.2930 1.4390 0.9959

4 116.9445 1.2020 1.3660

5 69.9445 1.3660 1.4890

6 116.9445 1.2020 1.4890

7 68.2856 1.4170 1.4170
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8 37.8749 1.4890 1.4170

9 1.0795 1.4170 1.0982

10 37.8749 1.4390 1.4170

BondAngle Coeffs

1 0.0000 0.0000 1.3660 1.4390

2 0.0000 0.0000 1.3660 0.9959

3 10.4568 12.8217 1.4390 0.9959

4 46.1093 32.8758 1.2020 1.3660

5 76.1093 72.8758 1.3660 1.4890

6 76.1093 72.8758 1.2020 1.4890

7 28.8708 28.8708 1.4170 1.4170

8 23.6977 45.8865 1.4890 1.4170

9 20.0033 24.2183 1.4170 1.0982

10 53.6977 35.8865 1.4390 1.4170

AngleAngle Coeffs

1 0.0000 0.0000 0.0000 116.6260 116.3230 122.9480

2 0.0000 0.0000 0.0000 125.5320 108.4400 125.5320

3 0.0000 5.9863 0.0000 116.0640 118.9000 116.0640

4 0.0000 0.0000 0.0000 118.9000 117.9400 117.9400

5 0.0000 0.0000 0.0000 120.7640 118.9000 120.7640

AngleAngleTorsion Coeffs

1 0.0000 116.6260 125.5320

2 0.0000 116.6260 108.4400

3 0.0000 122.9480 125.5320

4 0.0000 122.9480 108.4400

5 0.0000 116.6260 120.7640

6 0.0000 116.3230 120.7640

7 0.0000 108.4400 116.0640

8 0.0000 125.5320 116.0640

9 0.0000 118.9000 118.9000

10 -4.8141 118.9000 117.9400

11 0.0000 116.0640 118.9000

12 0.0000 116.0640 117.9400

13 0.3598 117.9400 117.9400

14 0.0000 120.7640 118.9000

15 0.0000 120.7640 117.9400

EndBondTorsion Coeffs

1 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 1.4390 1.2020

2 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 1.4390 1.4890

3 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.9959 1.2020

4 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.9959 1.4890

5 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 1.3660 1.4170

6 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.9959 1.4170

7 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 1.3660 1.4170

8 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 1.2020 1.4170

9 -0.1185 6.3204 0.0000 -0.1185 6.3204 0.0000 1.4170 1.4170

10 0.0000 -6.8958 0.0000 0.0000 -0.4669 0.0000 1.4170 1.0982

11 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 1.4890 1.4170

12 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 1.4890 1.0982

13 0.0000 -0.6890 0.0000 0.0000 -0.6890 0.0000 1.0982 1.0982

14 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 1.4390 1.4170

15 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 1.4390 1.0982

MiddleBondTorsion Coeffs
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1 0.0000 0.0000 0.0000 1.3660

2 0.0000 0.0000 0.0000 1.3660

3 0.0000 0.0000 0.0000 1.3660

4 0.0000 0.0000 0.0000 1.3660

5 0.0000 0.0000 0.0000 1.4390

6 0.0000 2.4730 0.0000 1.4390

7 0.0000 2.4002 0.0000 1.4890

8 0.0000 2.4002 0.0000 1.4890

9 27.5989 -2.3120 0.0000 1.4170

10 0.0000 -1.1521 0.0000 1.4170

11 0.0000 3.8762 0.0000 1.4170

12 0.0000 0.0000 0.0000 1.4170

13 0.0000 4.8228 0.0000 1.4170

14 0.0000 5.2012 0.0000 1.4170

15 0.0000 5.2012 0.0000 1.4170

BondBond13 Coeffs

1 0.0000 1.4390 1.2020

2 0.0000 1.4390 1.4890

3 0.0000 0.9959 1.2020

4 0.0000 0.9959 1.4890

5 0.0000 1.3660 1.4170

6 0.0000 0.9959 1.4170

7 0.0000 1.3660 1.4170

8 0.0000 1.2020 1.4170

9 53.0000 1.4170 1.4170

10 -6.2741 1.4170 1.0982

11 0.0000 1.4890 1.4170

12 0.0000 1.4890 1.0982

13 -1.7077 1.0982 1.0982

14 0.0000 1.4390 1.4170

15 0.0000 1.4390 1.0982

AngleTorsion Coeffs

1 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 116.6260 125.5320

2 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 116.6260 108.4400

3 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 122.9480 125.5320

4 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 122.9480 108.4400

5 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 116.6260 120.7640

6 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 116.3230 120.7640

7 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 108.4400 116.0640

8 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 125.5320 116.0640

9 1.9767 1.0239 0.0000 1.9767 1.0239 0.0000 118.9000 118.9000

10 0.0000 2.5014 0.0000 0.0000 2.7147 0.0000 118.9000 117.9400

11 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 116.0640 118.9000

12 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 116.0640 117.9400

13 0.0000 2.4501 0.0000 0.0000 2.4501 0.0000 117.9400 117.9400

14 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 120.7640 118.9000

15 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 120.7640 117.9400

Atoms

1 1 1 -0.531000 -0.165302868 -1.901093178 0.193460926

2 1 1 -0.531000 0.165270001 1.901060104 6.901500225

3 1 2 -0.726000 0.023610000 0.290080011 0.748199999

4 1 3 0.660000 -0.062973137 -0.714852982 12.770974159

5 1 2 -0.726000 -0.023610000 -0.290080242 6.346800327

6 1 4 -0.018000 -0.031480003 -0.347060375 11.339098930

7 1 4 -0.126800 0.668950021 0.777000010 10.926300049

8 1 4 -0.126800 0.700430036 1.124059916 9.584699631

9 1 4 -0.018000 0.031480003 0.347059995 8.655899048
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10 1 4 -0.126800 -0.668976421 -0.777026348 9.068600655

11 1 4 -0.126800 -0.700455780 -1.124085598 10.410202026

12 1 4 0.237000 0.015740002 0.145040005 2.167200089

13 1 4 -0.126800 0.661080003 -0.927220039 2.760587692

14 1 4 -0.126800 0.645340025 -1.072260075 4.140900135

15 1 4 0.237000 -0.015740002 -0.145040207 4.927800179

16 1 4 -0.126800 -0.661103363 0.927202523 4.334376812

17 1 4 -0.126800 -0.645362968 1.072242856 2.954088688

18 1 3 0.660000 0.062960006 0.714839995 7.223999977

19 1 5 0.378000 0.102310002 1.201759934 0.348300010

20 1 5 0.378000 -0.102331753 -1.201781445 6.746678352

21 1 6 0.126800 1.164759994 1.346799970 11.609999657

22 1 6 0.126800 1.211979985 1.947679877 9.288000107

23 1 6 0.126800 -1.164778347 -1.346818142 8.384932518

24 1 6 0.126800 -1.211997623 -1.947697811 10.706933975

25 1 6 0.126800 1.141149998 -1.610980206 2.180091381

26 1 6 0.126800 1.125410080 -1.859620266 4.566599846

27 1 6 0.126800 -1.141166325 1.610967755 4.914884090

28 1 6 0.126800 -1.125425930 1.859608173 2.528392076

29 1 1 -0.531000 3.769697132 0.688906822 12.706539074

30 1 1 -0.531000 4.100270001 4.491060104 5.998499775

31 1 2 -0.726000 3.958610000 2.880080011 12.151800001

32 1 3 0.660000 3.872026863 1.875147018 0.129025841

33 1 2 -0.726000 3.911390000 2.299919758 6.553199673

34 1 4 -0.018000 3.903519997 2.242939625 1.560901070

35 1 4 -0.126800 4.603950021 3.367000010 1.973699951

36 1 4 -0.126800 4.635430036 3.714059916 3.315300369

37 1 4 -0.018000 3.966480003 2.937059995 4.244100952

38 1 4 -0.126800 3.266023579 1.812973652 3.831399345

39 1 4 -0.126800 3.234544220 1.465914402 2.489797974

40 1 4 0.237000 3.950740002 2.735040005 10.732799911

41 1 4 -0.126800 4.596080003 1.662779961 10.139412308

42 1 4 -0.126800 4.580340025 1.517739925 8.759099865

43 1 4 0.237000 3.919259998 2.444959793 7.972199821

44 1 4 -0.126800 3.273896637 3.517202523 8.565623188

45 1 4 -0.126800 3.289637032 3.662242856 9.945911312

46 1 3 0.660000 3.997960006 3.304839995 5.676000023

47 1 5 0.378000 4.037310002 3.791759934 12.551699990

48 1 5 0.378000 3.832668247 1.388218555 6.153321648

49 1 6 0.126800 5.099759994 3.936799970 1.290000343

50 1 6 0.126800 5.146979985 4.537679877 3.611999893

51 1 6 0.126800 2.770221653 1.243181858 4.515067482

52 1 6 0.126800 2.723002377 0.642302189 2.193066025

53 1 6 0.126800 5.076149998 0.979019794 10.719908619

54 1 6 0.126800 5.060410080 0.730379734 8.333400154

55 1 6 0.126800 2.793833675 4.200967755 7.985115910

56 1 6 0.126800 2.809574070 4.449608173 10.371607924

Bonds

1 1 1 4

2 1 2 18

3 2 3 4

4 3 3 12

5 4 3 19

6 5 4 6

7 3 5 15

8 2 5 18

9 4 5 20

10 6 6 7

11 6 6 11

12 6 7 8

13 7 7 21
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14 6 8 9

15 7 8 22

16 6 9 10

17 5 18 9

18 6 10 11

19 7 10 23

20 7 11 24

21 6 12 13

22 6 12 17

23 6 13 14

24 7 13 25

25 6 14 15

26 7 14 26

27 6 15 16

28 6 16 17

29 7 16 27

30 7 17 28

31 1 29 32

32 1 30 46

33 2 31 32

34 3 31 40

35 4 31 47

36 5 32 34

37 3 33 43

38 2 33 46

39 4 33 48

40 6 34 35

41 6 34 39

42 6 35 36

43 7 35 49

44 6 36 37

45 7 36 50

46 6 37 38

47 5 46 37

48 6 38 39

49 7 38 51

50 7 39 52

51 6 40 41

52 6 40 45

53 6 41 42

54 7 41 53

55 6 42 43

56 7 42 54

57 6 43 44

58 6 44 45

59 7 44 55

60 7 45 56

Angles

1 1 4 3 12

2 2 4 3 19

3 3 12 3 19

4 4 1 4 3

5 5 3 4 6

6 6 1 4 6

7 1 18 5 15

8 3 15 5 20

9 2 18 5 20

10 7 7 6 11

11 8 4 6 7

12 8 4 6 11

13 7 6 7 8
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14 9 6 7 21

15 9 8 7 21

16 7 7 8 9

17 9 7 8 22

18 9 9 8 22

19 7 8 9 10

20 8 18 9 8

21 8 18 9 10

22 7 9 10 11

23 9 9 10 23

24 9 11 10 23

25 7 10 11 6

26 9 10 11 24

27 9 6 11 24

28 10 3 12 13

29 10 3 12 17

30 7 13 12 17

31 7 12 13 14

32 9 12 13 25

33 9 14 13 25

34 7 13 14 15

35 9 13 14 26

36 9 15 14 26

37 10 5 15 14

38 7 14 15 16

39 10 5 15 16

40 7 15 16 17

41 9 15 16 27

42 9 17 16 27

43 7 16 17 12

44 9 16 17 28

45 9 12 17 28

46 5 5 18 9

47 6 2 18 9

48 4 2 18 5

49 1 32 31 40

50 2 32 31 47

51 3 40 31 47

52 4 29 32 31

53 5 31 32 34

54 6 29 32 34

55 1 46 33 43

56 3 43 33 48

57 2 46 33 48

58 7 35 34 39

59 8 32 34 35

60 8 32 34 39

61 7 34 35 36

62 9 34 35 49

63 9 36 35 49

64 7 35 36 37

65 9 35 36 50

66 9 37 36 50

67 7 36 37 38

68 8 46 37 36

69 8 46 37 38

70 7 37 38 39

71 9 37 38 51

72 9 39 38 51

73 7 38 39 34

74 9 38 39 52

75 9 34 39 52

76 10 31 40 41
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77 10 31 40 45

78 7 41 40 45

79 7 40 41 42

80 9 40 41 53

81 9 42 41 53

82 7 41 42 43

83 9 41 42 54

84 9 43 42 54

85 10 33 43 42

86 7 42 43 44

87 10 33 43 44

88 7 43 44 45

89 9 43 44 55

90 9 45 44 55

91 7 44 45 40

92 9 44 45 56

93 9 40 45 56

94 5 33 46 37

95 6 30 46 37

96 4 30 46 33

Dihedrals

1 1 12 3 4 1

2 2 12 3 4 6

3 3 19 3 4 1

4 4 19 3 4 6

5 5 4 3 12 13

6 5 4 3 12 17

7 6 19 3 12 13

8 6 19 3 12 17

9 7 3 4 6 7

10 7 3 4 6 11

11 8 1 4 6 7

12 8 1 4 6 11

13 5 18 5 15 14

14 5 18 5 15 16

15 6 20 5 15 14

16 6 20 5 15 16

17 2 15 5 18 9

18 1 15 5 18 2

19 4 20 5 18 9

20 3 20 5 18 2

21 9 11 6 7 8

22 10 11 6 7 21

23 11 4 6 7 8

24 12 4 6 7 21

25 9 7 6 11 10

26 10 7 6 11 24

27 11 4 6 11 10

28 12 4 6 11 24

29 9 6 7 8 9

30 10 6 7 8 22

31 10 9 8 7 21

32 13 21 7 8 22

33 9 7 8 9 10

34 11 18 9 8 7

35 10 10 9 8 22

36 12 18 9 8 22

37 9 8 9 10 11

38 10 8 9 10 23

39 11 18 9 10 11

40 12 18 9 10 23
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41 7 5 18 9 8

42 8 2 18 9 8

43 7 5 18 9 10

44 8 2 18 9 10

45 9 9 10 11 6

46 10 9 10 11 24

47 10 6 11 10 23

48 13 23 10 11 24

49 14 3 12 13 14

50 15 3 12 13 25

51 9 17 12 13 14

52 10 17 12 13 25

53 14 3 12 17 16

54 15 3 12 17 28

55 9 13 12 17 16

56 10 13 12 17 28

57 9 12 13 14 15

58 10 12 13 14 26

59 10 15 14 13 25

60 13 25 13 14 26

61 14 5 15 14 13

62 9 13 14 15 16

63 15 5 15 14 26

64 10 16 15 14 26

65 9 14 15 16 17

66 10 14 15 16 27

67 14 5 15 16 17

68 15 5 15 16 27

69 9 15 16 17 12

70 10 15 16 17 28

71 10 12 17 16 27

72 13 27 16 17 28

73 1 40 31 32 29

74 2 40 31 32 34

75 3 47 31 32 29

76 4 47 31 32 34

77 5 32 31 40 41

78 5 32 31 40 45

79 6 47 31 40 41

80 6 47 31 40 45

81 7 31 32 34 35

82 7 31 32 34 39

83 8 29 32 34 35

84 8 29 32 34 39

85 5 46 33 43 42

86 5 46 33 43 44

87 6 48 33 43 42

88 6 48 33 43 44

89 2 43 33 46 37

90 1 43 33 46 30

91 4 48 33 46 37

92 3 48 33 46 30

93 9 39 34 35 36

94 10 39 34 35 49

95 11 32 34 35 36

96 12 32 34 35 49

97 9 35 34 39 38

98 10 35 34 39 52

99 11 32 34 39 38

100 12 32 34 39 52

101 9 34 35 36 37

102 10 34 35 36 50

103 10 37 36 35 49
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104 13 49 35 36 50

105 9 35 36 37 38

106 11 46 37 36 35

107 10 38 37 36 50

108 12 46 37 36 50

109 9 36 37 38 39

110 10 36 37 38 51

111 11 46 37 38 39

112 12 46 37 38 51

113 7 33 46 37 36

114 8 30 46 37 36

115 7 33 46 37 38

116 8 30 46 37 38

117 9 37 38 39 34

118 10 37 38 39 52

119 10 34 39 38 51

120 13 51 38 39 52

121 14 31 40 41 42

122 15 31 40 41 53

123 9 45 40 41 42

124 10 45 40 41 53

125 14 31 40 45 44

126 15 31 40 45 56

127 9 41 40 45 44

128 10 41 40 45 56

129 9 40 41 42 43

130 10 40 41 42 54

131 10 43 42 41 53

132 13 53 41 42 54

133 14 33 43 42 41

134 9 41 42 43 44

135 15 33 43 42 54

136 10 44 43 42 54

137 9 42 43 44 45

138 10 42 43 44 55

139 14 33 43 44 45

140 15 33 43 44 55

141 9 43 44 45 40

142 10 43 44 45 56

143 10 40 45 44 55

144 13 55 44 45 56

Impropers

1 1 4 3 12 19

2 2 1 4 3 6

3 1 18 5 15 20

4 3 4 6 11 7

5 4 6 7 8 21

6 4 7 8 9 22

7 3 18 9 10 8

8 4 9 10 11 23

9 4 10 11 6 24

10 5 3 12 13 17

11 4 12 13 14 25

12 4 13 14 15 26

13 5 5 15 14 16

14 4 15 16 17 27

15 4 16 17 12 28

16 2 2 18 5 9

17 1 32 31 40 47

18 2 29 32 31 34

19 1 46 33 43 48
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20 3 32 34 39 35

21 4 34 35 36 49

22 4 35 36 37 50

23 3 46 37 38 36

24 4 37 38 39 51

25 4 38 39 34 52

26 5 31 40 41 45

27 4 40 41 42 53

28 4 41 42 43 54

29 5 33 43 42 44

30 4 43 44 45 55

31 4 44 45 40 56

32 2 30 46 33 37

A.2 ReaxFF parameter �le

The following is the ReaxFF parameter �le for the ReaxFF simulations used in this thesis.
The �le is also available as part of the supplemental information in [42].

Reactive MD-force field: nitramines (RDX/HMX/TATB/PETN))+innervdWaa+lg

39 ! Number of general parameters

50.0000 !Overcoordination parameter

9.4514 !Overcoordination parameter

29.8953 !Valency angle conjugation parameter

216.5421 !Triple bond stabilisation parameter

12.2245 !Triple bond stabilisation parameter

0.0000 !C2-correction

1.0701 !Undercoordination parameter

7.5000 !Triple bond stabilisation parameter

11.9083 !Undercoordination parameter

13.3822 !Undercoordination parameter

-10.9834 !Triple bond stabilization energy

0.0000 !Lower Taper-radius

10.0000 !Upper Taper-radius

2.8793 !Not used

33.8667 !Valency undercoordination

3.3976 !Valency angle/lone pair parameter

1.0563 !Valency angle

2.0384 !Valency angle parameter

6.1431 !Not used

6.9290 !Double bond/angle parameter

0.0283 !Double bond/angle parameter: overcoord

0.0570 !Double bond/angle parameter: overcoord

-2.4837 !Not used

5.8374 !Torsion/BO parameter

10.0000 !Torsion overcoordination

1.8820 !Torsion overcoordination

-1.2327 !Conjugation 0 (not used)

2.1861 !Conjugation

1.5591 !vdWaals shielding

0.0100 !Cutoff for bond order (*100)

4.8414 !Valency angle conjugation parameter

3.5857 !Overcoordination parameter

38.6472 !Overcoordination parameter

2.1533 !Valency/lone pair parameter

0.5000 !Not used

1.0000 !Scale factor (d) in dispersion

5.0000 !Molecular energy (not used)

0.0000 !Molecular energy (not used)
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6.9784 !Valency angle conjugation parameter

7 ! Nr of atoms; cov.r; valency;a.m;Rvdw;Evdw;gammaEEM;cov.r2;#

alfa;gammavdW;valency;Eunder;Eover;chiEEM;etaEEM;n.u.

cov r3;Elp;Heat inc.;n.u.;n.u.;n.u.;n.u.

ov/un;val1;n.u.;val3,vval4

C 1.3742 4.0000 12.0000 1.9684 0.1723 0.8712 1.2385 4.0000

8.7696 100.0000 4.0000 31.0823 79.5548 5.7254 6.9235 0.0000

1.2104 0.0000 183.8108 5.7419 33.3951 11.9957 0.8563 0.0000

-2.8983 4.7820 1.0564 4.0000 2.9663 1.6737 0.1421 14.0707

0.0001 1.9255

H 0.6867 1.0000 1.0080 1.3525 0.0616 0.8910 -0.1000 1.0000

9.1506 100.0000 1.0000 0.0000 121.1250 3.8446 10.0839 1.0000

-0.1000 0.0000 58.4369 3.8461 3.2540 1.0000 1.0698 0.0000

-15.7683 2.1504 1.0338 1.0000 2.8793 1.2669 0.0139 12.4538

0.0001 1.4430

O 1.3142 2.0000 15.9990 1.9741 0.0880 0.8712 1.1139 6.0000

9.9926 100.0000 4.0000 29.5271 116.0768 8.5000 7.1412 2.0000

0.9909 14.7235 69.2921 9.1371 1.6258 0.1863 0.9745 0.0000

-3.5965 2.5000 1.0493 4.0000 2.9225 1.7221 0.1670 13.9991

624.0000 1.7500

N 1.2456 3.0000 14.0000 2.0437 0.1035 0.8712 1.1911 5.0000

9.8823 100.0000 4.0000 32.4758 100.0000 6.8453 6.8349 2.0000

1.0636 0.0276 127.9672 2.2169 2.8632 2.4419 0.9745 0.0000

-4.0959 2.0047 1.0183 4.0000 2.8793 1.5967 0.1649 13.9888

1239.000 1.8300

S 1.9647 2.0000 32.0600 2.0783 0.2176 1.0336 1.5386 6.0000

9.9676 5.0812 4.0000 35.1648 112.1416 6.5000 8.2545 2.0000

1.4703 9.4922 70.0338 8.5146 28.0801 8.5010 0.9745 0.0000

-10.0773 2.7466 1.0338 6.2998 2.8793 1.8000 0.0000 14.0000

180.0000 2.0783

Si 2.0276 4.0000 28.0600 2.2042 0.1322 0.8218 1.5758 4.0000

11.9413 2.0618 4.0000 11.8211 136.4845 1.8038 7.3852 0.0000

-1.0000 0.0000 126.5331 6.4918 8.5961 0.2368 0.8563 0.0000

-3.8112 3.1873 1.0338 4.0000 2.5791 0.0000 0.0000 0.0000

180.0000 2.2042

X -0.1000 2.0000 1.0080 2.0000 0.0000 1.0000 -0.1000 6.0000

10.0000 2.5000 4.0000 0.0000 0.0000 8.5000 1.5000 0.0000

-0.1000 0.0000 -2.3700 8.7410 13.3640 0.6690 0.9745 0.0000

-11.0000 2.7466 1.0338 4.0000 2.8793 0.0000 0.0000 0.0000

180.0000 2.0000

18 ! Nr of bonds; Edis1;LPpen;n.u.;pbe1;pbo5;13corr;pbo6

pbe2;pbo3;pbo4;Etrip;pbo1;pbo2;ovcorr

1 1 141.9346 113.4487 67.6027 0.1554 -0.3045 1.0000 30.4515 0.4283

0.0801 -0.2113 8.5395 1.0000 -0.0933 6.6967 1.0000 0.0000

1 2 163.6889 0.0000 0.0000 -0.4525 0.0000 1.0000 6.0000 0.5921

12.1053 1.0000 0.0000 1.0000 -0.0097 8.6351 0.0000 0.0000

2 2 169.8421 0.0000 0.0000 -0.3591 0.0000 1.0000 6.0000 0.7503

9.3119 1.0000 0.0000 1.0000 -0.0169 5.9406 0.0000 0.0000

1 3 159.7219 116.8921 77.9315 -0.4324 -0.1742 1.0000 15.0019 0.5160

1.2934 -0.3079 7.0252 1.0000 -0.1543 4.5116 0.0000 0.0000

3 3 108.9631 158.3501 42.0558 0.1226 -0.1324 1.0000 28.5716 0.2545

1.0000 -0.2656 8.6489 1.0000 -0.1000 6.8482 1.0000 0.0000

1 4 128.9104 171.2945 100.5836 -0.1306 -0.4948 1.0000 26.7458 0.4489

0.3746 -0.3549 7.0000 1.0000 -0.1248 4.9232 1.0000 0.0000

3 4 85.0402 118.8680 75.7263 0.7080 -0.1062 1.0000 16.6913 0.2407

0.3535 -0.1906 8.4054 1.0000 -0.1154 5.6575 1.0000 0.0000

4 4 160.6599 73.3721 154.2849 -0.7107 -0.1462 1.0000 12.0000 0.6826

0.9330 -0.1434 10.6712 1.0000 -0.0890 4.6486 1.0000 0.0000

2 3 219.7016 0.0000 0.0000 -0.6643 0.0000 1.0000 6.0000 0.9854

5.1146 1.0000 0.0000 1.0000 -0.0532 5.1189 0.0000 0.0000

2 4 208.0443 0.0000 0.0000 -0.3923 0.0000 1.0000 6.0000 0.3221

10.5505 1.0000 0.0000 1.0000 -0.0690 6.2949 0.0000 0.0000

1 5 128.7959 56.4134 39.0716 0.0688 -0.4463 1.0000 31.1766 0.4530
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0.1955 -0.3587 6.2148 1.0000 -0.0770 6.6386 1.0000 0.0000

2 5 128.6090 0.0000 0.0000 -0.5555 0.0000 1.0000 6.0000 0.4721

10.8735 1.0000 0.0000 1.0000 -0.0242 9.1937 1.0000 0.0000

3 5 0.0000 0.0000 0.0000 0.5563 -0.4038 1.0000 49.5611 0.6000

0.4259 -0.4577 12.7569 1.0000 -0.1100 7.1145 1.0000 0.0000

4 5 0.0000 0.0000 0.0000 0.4438 -0.2034 1.0000 40.3399 0.6000

0.3296 -0.3153 9.1227 1.0000 -0.1805 5.6864 1.0000 0.0000

5 5 96.1871 93.7006 68.6860 0.0955 -0.4781 1.0000 17.8574 0.6000

0.2723 -0.2373 9.7875 1.0000 -0.0950 6.4757 1.0000 0.0000

6 6 109.1904 70.8314 30.0000 0.2765 -0.3000 1.0000 16.0000 0.1583

0.2804 -0.1994 8.1117 1.0000 -0.0675 8.2993 0.0000 0.0000

2 6 137.1002 0.0000 0.0000 -0.1902 0.0000 1.0000 6.0000 0.4256

17.7186 1.0000 0.0000 1.0000 -0.0377 6.4281 0.0000 0.0000

3 6 191.1743 52.0733 43.3991 -0.2584 -0.3000 1.0000 36.0000 0.8764

1.0248 -0.3658 4.2151 1.0000 -0.5004 4.2605 1.0000 0.0000

10 ! Nr of off-diagonal terms; Ediss;Ro;gamma;rsigma;rpi;rpi2

1 2 0.0464 1.8296 9.9214 1.0029 -1.0000 -1.0000 0.0000

2 3 0.0403 1.6913 10.4801 0.8774 -1.0000 -1.0000 0.0000

2 4 0.0524 1.7325 10.1306 0.9982 -1.0000 -1.0000 295.0000

1 3 0.1028 1.9277 9.1521 1.3399 1.1104 1.1609 632.0000

1 4 0.2070 1.7366 9.5916 1.2960 1.2008 1.1262 650.0000

3 4 0.0491 1.7025 10.6101 1.3036 1.1276 1.0173 880.0000

2 6 0.0470 1.6738 11.6877 1.1931 -1.0000 -1.0000 0.0000

3 6 0.1263 1.8163 10.6833 1.6266 1.2052 -1.0000 0.0000

1 5 0.1408 1.8161 9.9393 1.7986 1.3021 1.4031 0.0000

2 5 0.0895 1.6239 10.0104 1.4640 -1.0000 -1.0000 0.0000

62 ! Nr of angles;at1;at2;at3;Thetao,o;ka;kb;pv1;pv2

1 1 1 74.0317 32.2712 0.9501 0.0000 0.1780 10.5736 1.0400

1 1 2 70.6558 14.3658 5.3224 0.0000 0.0058 0.0000 1.0400

2 1 2 76.7339 14.4217 3.3631 0.0000 0.0127 0.0000 1.0400

1 2 2 0.0000 0.0000 6.0000 0.0000 0.0000 0.0000 1.0400

1 2 1 0.0000 3.4110 7.7350 0.0000 0.0000 0.0000 1.0400

2 2 2 0.0000 27.9213 5.8635 0.0000 0.0000 0.0000 1.0400

1 1 3 65.1700 8.0170 7.5000 0.0000 0.2028 10.0000 1.0400

3 1 3 71.7582 26.7070 6.0466 0.0000 0.2000 0.0000 1.8525

1 1 4 65.4228 43.9870 1.5602 0.0000 0.2000 10.0000 1.8525

3 1 4 73.7046 23.8131 3.9811 0.0000 0.2000 0.0000 1.8525

4 1 4 65.6602 40.5852 1.8122 0.0000 0.2000 0.0000 1.8525

2 1 3 56.4426 17.6020 5.3044 0.0000 0.9699 0.0000 1.1272

2 1 4 71.0777 9.1462 3.4142 0.0000 0.9110 0.0000 1.0400

1 2 4 0.0000 0.0019 6.3000 0.0000 0.0000 0.0000 1.0400

1 3 1 72.1018 38.4720 1.3926 0.0000 0.4785 0.0000 1.2984

1 3 3 89.9987 44.9806 0.5818 0.0000 0.7472 0.0000 1.2639

1 3 4 70.3281 12.9371 7.5000 0.0000 0.7472 0.0000 1.2639

3 3 3 84.2807 24.1938 2.1695 -10.0000 0.7472 0.0000 1.2639

3 3 4 84.2585 44.1039 0.9185 0.0000 0.7472 0.0000 1.2639

4 3 4 74.2312 25.7005 4.3943 0.0000 0.7472 0.0000 1.2639

1 3 2 89.0416 36.9460 0.4569 0.0000 2.7636 0.0000 2.0494

2 3 3 81.1709 4.2886 6.5904 0.0000 3.0000 0.0000 1.2618

2 3 4 75.9203 44.9675 0.8889 0.0000 3.0000 0.0000 1.2618

2 3 2 82.2020 12.7165 3.9296 0.0000 0.2765 0.0000 1.0470

1 4 1 68.3788 18.3716 1.8893 0.0000 2.4132 0.0000 1.3993

1 4 3 86.5585 37.6814 1.1611 0.0000 1.7325 0.0000 1.0440

1 4 4 74.4818 12.0954 7.5000 0.0000 1.7325 0.0000 1.0440

3 4 3 78.5850 44.3389 1.3239 -26.2246 1.7325 40.0000 1.0440

3 4 4 77.6245 32.0866 1.8889 -0.9193 1.7325 0.0000 1.0440

4 4 4 66.4718 15.9087 7.5000 0.0000 1.7325 0.0000 1.0440

1 4 2 90.0000 33.6636 1.1051 0.0000 0.2638 0.0000 1.1376

2 4 3 83.8493 44.9000 1.3580 0.0000 0.5355 0.0000 2.5279

2 4 4 78.7452 24.2010 3.7481 0.0000 0.5355 0.0000 2.5279

2 4 2 55.8679 14.2331 2.9225 0.0000 0.2000 0.0000 2.9932

1 2 3 0.0000 0.0019 6.0000 0.0000 0.0000 0.0000 1.0400

1 2 4 0.0000 0.0019 6.0000 0.0000 0.0000 0.0000 1.0400
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1 2 5 0.0000 0.0019 6.0000 0.0000 0.0000 0.0000 1.0400

3 2 3 0.0000 0.0019 6.0000 0.0000 0.0000 0.0000 1.0400

3 2 4 0.0000 0.0019 6.0000 0.0000 0.0000 0.0000 1.0400

4 2 4 0.0000 0.0019 6.0000 0.0000 0.0000 0.0000 1.0400

2 2 3 0.0000 0.0019 6.0000 0.0000 0.0000 0.0000 1.0400

2 2 4 0.0000 0.0019 6.0000 0.0000 0.0000 0.0000 1.0400

1 1 5 74.4180 33.4273 1.7018 0.1463 0.5000 0.0000 1.6178

1 5 1 79.7037 28.2036 1.7073 0.1463 0.5000 0.0000 1.6453

2 1 5 63.3289 29.4225 2.1326 0.0000 0.5000 0.0000 3.0000

1 5 2 85.9449 38.3109 1.2492 0.0000 0.5000 0.0000 1.1000

1 5 5 85.6645 40.0000 2.9274 0.1463 0.5000 0.0000 1.3830

2 5 2 83.8555 5.1317 0.4377 0.0000 0.5000 0.0000 3.0000

2 5 5 97.0064 32.1121 2.0242 0.0000 0.5000 0.0000 2.8568

6 6 6 69.3456 21.7361 1.4283 0.0000 -0.2101 0.0000 1.3241

2 6 6 75.6168 21.5317 1.0435 0.0000 2.5179 0.0000 1.0400

2 6 2 78.3939 20.9772 0.8630 0.0000 2.8421 0.0000 1.0400

3 6 6 70.3016 15.4081 1.3267 0.0000 2.1459 0.0000 1.0400

2 6 3 73.8232 16.6592 3.7425 0.0000 0.8613 0.0000 1.0400

3 6 3 90.0344 7.7656 1.7264 0.0000 0.7689 0.0000 1.0400

6 3 6 22.1715 3.6615 0.3160 0.0000 4.1125 0.0000 1.0400

2 3 6 83.7634 5.6693 2.7780 0.0000 1.6982 0.0000 1.0400

3 3 6 73.4663 25.0761 0.9143 0.0000 2.2466 0.0000 1.0400

2 2 6 0.0000 47.1300 6.0000 0.0000 1.6371 0.0000 1.0400

6 2 6 0.0000 31.5209 6.0000 0.0000 1.6371 0.0000 1.0400

3 2 6 0.0000 31.0427 4.5625 0.0000 1.6371 0.0000 1.0400

2 2 5 0.0000 0.0019 6.0000 0.0000 0.0000 0.0000 1.0400

31 ! Nr of torsions;at1;at2;at3;at4;;V1;V2;V3;V2(BO);vconj;n.u;n

1 1 1 1 0.0000 48.4194 0.3163 -8.6506 -1.7255 0.0000 0.0000

1 1 1 2 0.0000 63.3484 0.2210 -8.8401 -1.8081 0.0000 0.0000

2 1 1 2 0.0000 45.2741 0.4171 -6.9800 -1.2359 0.0000 0.0000

0 1 2 0 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000

0 2 2 0 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000

0 1 3 0 1.7254 86.0769 0.3440 -4.2330 -2.0000 0.0000 0.0000

0 2 3 0 0.0000 0.1000 0.0200 -2.5415 0.0000 0.0000 0.0000

0 3 3 0 1.2314 116.5137 0.5599 -4.1412 0.0000 0.0000 0.0000

0 1 4 0 -1.3258 149.8644 0.4790 -7.1541 -2.0000 0.0000 0.0000

0 2 4 0 0.0000 0.1000 0.0200 -2.5415 0.0000 0.0000 0.0000

0 3 4 0 1.3168 57.0732 0.2679 -4.1516 -2.0000 0.0000 0.0000

0 4 4 0 2.0000 75.3685 -0.7852 -9.0000 -2.0000 0.0000 0.0000

0 1 1 0 0.0930 18.6070 -1.3191 -9.0000 -1.0000 0.0000 0.0000

4 1 4 4 -2.0000 20.6655 -1.5000 -9.0000 -2.0000 0.0000 0.0000

0 1 5 0 4.0885 78.7058 0.1174 -2.1639 0.0000 0.0000 0.0000

0 5 5 0 -0.0170 -56.0786 0.6132 -2.2092 0.0000 0.0000 0.0000

0 2 5 0 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000

0 6 6 0 0.0000 0.0000 0.1200 -2.4426 0.0000 0.0000 0.0000

0 2 6 0 0.0000 0.0000 0.1200 -2.4847 0.0000 0.0000 0.0000

0 3 6 0 0.0000 0.0000 0.1200 -2.4703 0.0000 0.0000 0.0000

1 1 3 3 1.2707 21.6200 1.5000 -9.0000 -2.0000 0.0000 0.0000

1 3 3 1 -1.8804 79.9255 -1.5000 -4.1940 -2.0000 0.0000 0.0000

3 1 3 3 -2.0000 22.5092 1.5000 -8.9500 -2.0000 0.0000 0.0000

1 4 4 3 0.1040 70.1152 0.5284 -3.5026 -2.0000 0.0000 0.0000

1 1 3 4 1.2181 119.6186 -1.5000 -7.0635 -2.0000 0.0000 0.0000

2 1 3 4 -2.0000 156.6604 1.1004 -7.3729 -2.0000 0.0000 0.0000

1 3 4 3 2.0000 96.6281 -1.5000 -3.8076 -2.0000 0.0000 0.0000

1 1 4 2 -2.0000 147.2445 -1.5000 -7.0142 -2.0000 0.0000 0.0000

1 1 4 3 -2.0000 47.8326 -1.5000 -9.0000 -2.0000 0.0000 0.0000

2 3 4 3 -0.2997 152.9040 -1.5000 -4.4564 -2.0000 0.0000 0.0000

2 4 4 3 0.1040 70.1152 0.5284 -3.5026 -2.0000 0.0000 0.0000

9 ! Nr of hydrogen bonds;at1;at2;at3;Rhb;Dehb;vhb1

3 2 3 2.1845 -2.3549 3.0582 19.1627

3 2 4 1.6658 -3.8907 3.0582 19.1627

4 2 3 1.8738 -3.5421 3.0582 19.1627

4 2 4 1.8075 -4.1846 3.0582 19.1627
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3 2 5 2.6644 -3.0000 3.0000 3.0000

4 2 5 4.0476 -3.0000 3.0000 3.0000

5 2 3 2.1126 -4.5790 3.0000 3.0000

5 2 4 2.2066 -5.7038 3.0000 3.0000

5 2 5 1.9461 -4.0000 3.0000 3.0000
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Appendix B

LAMMPS input �les

B.1 LAMMPS input �le for constant strain rate

molecular dynamics

The following is a representative LAMMPS input script for running a strain to failure
simulation using ReaxFF.

# Strain rate simulation for PPTA - ReaxFF

# Strain rate
variable erate equal 1.0e9*1.0e-15

# Units and atom style (must be 'charge')
units real
atom_style charge

# Read equilibrated restart file
read_restart equil.rst

#------ ReaxFF force field setup with reax/c ------------------
pair_style reax/c reaxcontrol.txt lgvdw yes
pair_coeff * * ffield.reax O N C C H H
fix QEQ all qeq/reax 1 0 10 1e-6 reax/c
#--------------------------------------------------------------

# Temperature and pressure settings
variable Tstart equal 300.0
variable Tend equal 300.0
variable Tdamp equal 100.0
variable pdamp equal 1000.0

# Pressure conversion between atm/MPa
variable atm2MPa equal 101325/1.0e6
variable MPa2atm equal 1/v_atm2MPa

# **************************************************************
# *************** STRAIN CONTROLLED DEFORMATION ****************

# Ending strain and strain rate setup
variable eps equal 0.15
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variable lz0 equal 106.64 # Equilibrium simulation cell length
variable v0 equal v_erate*v_lz0 # Unit cell stretch velocity

fix STRETCH all deform 1 z vel ${v0} units box
fix NPT all npt temp ${Tstart} ${Tend} ${Tdamp} x 0 0 ${pdamp} y 0 0 ${pdamp}

# Timestep setup
variable dt equal 0.25
variable tf equal round(v_eps/v_erate)
variable nt equal round(v_tf/v_dt)
variable tsim equal step*v_dt
timestep ${dt}
reset_timestep 0

# ***************************************************************
# ***************************************************************

# **************** Set up simulation calculations ***************
# ***************************************************************

# Set up computes for virial and total stress
compute VIRIAL all pressure thermo_temp virial
compute STRESS all pressure thermo_temp

# Compute bond, angle, dihedral, and improper data
#compute BTYPE all property/local batom1 batom2 btype
#compute BDIST all bond/local dist eng

# Save box dimensions at every step
variable lenx equal "lx"
variable leny equal "ly"
variable lenz equal "lz"

# Energy
variable E equal etotal
variable KE equal ke
variable PE equal pe

# Save stresses at every step
variable sxx equal -c_STRESS[1]*v_atm2MPa
variable syy equal -c_STRESS[2]*v_atm2MPa
variable szz equal -c_STRESS[3]*v_atm2MPa
variable sxy equal -c_STRESS[4]*v_atm2MPa
variable sxz equal -c_STRESS[5]*v_atm2MPa
variable syz equal -c_STRESS[6]*v_atm2MPa

# Axial strain
variable ezz equal lz/${lz0}-1.0

# ***************************************************************
# ***************************************************************

# ********************* Set up Data output **********************
# ***************************************************************

# Setup data output frequency



Appendix B. LAMMPS input �les 119

variable neverydata equal ceil(0.00001/v_erate) # dt = deps/epsdot
variable neveryBdata equal ceil(0.001/v_erate) # dt = deps/epsdot

# Thermo output and calculations
thermo_style custom v_tsim v_ezz temp press etotal pe ke
thermo ${neverydata}
thermo_modify flush yes

# Track bond breaking and forming - use REAXC version
fix printbonds all reax/c/bonds ${neveryBdata} reaxbonds.txt

# Axial stress-strain
fix 1 all print ${neverydata} "${tsim} ${ezz} ${szz}" file sigeps.txt screen no

# Keep track of strain-time relation for plotting out bond behavior
fix 2 all print ${neveryBdata} "${tsim} ${ezz}" file straintime.txt screen no

# XYZ file
dump xyzfile all xyz ${neveryBdata} dump.xyz
dump_modify xyzfile flush yes element O N C C H H

# Dump for rerun
dump mydump all atom ${neverydata} dump.atom

#*********************** Run simulation ************************

restart ${neverydata} rst1 rst2

run ${nt} upto

write_restart sigeps.rst


